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Abstract 

The a rea of Material Requirements Planning ( MRP ) is 

receiving major emphasis in the management of operations due to 

the f inancial benefits of efficient deployment of inventory 

investment. The issue of l o t sizing ru le has been one of the most 

heavily addressed topics in the MRP a r e a . Prior research in lot 

sizing has deal t with s ing le level or mult i - level problems with a 

single parent product s t r uc tu r e . However, real world problems 

frequently involve both multiple levels and multiple paren ts . 

To develop a mult i - level lot sizing rule , the dependent 

demand re la t ionship between parents and components and common 

usage of ce r t a in items in producing d i f ferent finished products 

should be considered in some fashion. The objective of t h i s 

research i s to develop mult i- level l o t sizing rules t h a t are 

simple to understand and can be implemented with ease on an MRP 

system. This disser ta t ion proposes a new approach to multi-level 

lot sizing for MRP systems. 

We formulate a mixed integer programming model for t he 

multi-level lo t sizing problem to f a c i l i t a t e the development of a 

multi-level lo t sizing algorithm. An examination of sample 

solutions obtained by mixed integer programming with the ones 

obtained by a sequential application of any single leve l lot 

sizing ru les can provide a pattern which would be useful in 

developing a recursion algorithm. Exploiting the charac ter is t ic 

differences among these solutions, a recursion algorithm is 
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developed. 

Three popular lo t sizing rules are modified for the single 

l e v e l , and mul t i - leve l problem as we l l . The three modified lo t 

s iz ing rules operate on the p a r t period accumulation principle 

besides the i r original mechanism. 

To evaluate these proposed single level and mult i - level l o t 

s iz ing heur is t ics we develop a computer simulation model of an 

MRP system and design experiments designed to consider different 

demand pa t t e rns , different degrees of commonality and different 

numbers of l e v e l s in product s t ruc tu res . Evaluation c r i t e r i a 

include inventory cos ts and computing time requirements. 
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Chapter 1 

Introduction 

1.1 Material Requirements Planning 

Material requirements planning ( MRP ) was or ig ina l ly seen as 

an effective method of ordering inventory. As i t evolved, i ts 

major emphasis shifted to scheduling, i . e . , establishing and 

maintaining valid due dates on orders. 

Today, i t has been expanded into manufacturing resource 

planning ( MRP II ) to include the effective planning of a l l the 

resources of a manufacturing firm. The challenge of 1980s has 

been to align diverse functions, which a typical manufacturing 

organization performs, such as , manufacturing, marketing, 

accounting, finance, engineering, so tha t the i r individual goals 

can be coordinated to meet the business plan through a 

communication network, an integrated data base. An integrated 

data base places i n to a common receptacle the data that i s 

supplied from various areas . Each operating function has access 

to the t o t a l information available from each uni t . The evolution 

of MRP to closed-loop MRP to MRP II resul t s in a s ingle game plan 

to meet the overall goals of an organization. This is poss ible 

because i t t i e s together s t r a t eg i c , f inanc ia l , and capacity 

planning a r eas . 

Thus, the term MRP has meant d i f ferent things t o d i f ferent 

people. Some think of i t as an inventory system, other as a 

scheduling system, and s t i l l others as a complete closed-loop 
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production system. However, most would agree that MRP tends to 

become the cornerstone of the production system. MRP would reveal 

what items are needed, how many are needed, when they will be 

needed, and when they should be ordered. 

Demand for an item may be classified as either independent or 

dependent depending on whether its demand depends on the demand 

for other items. The demand for the final product is independent 

in that it should be forecasted and is not dependent on the 

demand for other items. On the other hand, the demand for lower 

level components composing the end product tends to be dependent 

in that it is generated from the demand for other items. MRP 

works backward from the scheduled due dates of end items to 

determine the dates when dependent demand components are ordered. 

Dependent demand items are calculated by the MRP system from the 

master schedule. Except for lot sizing economics, dependent 

demand components should be available when needed, not before and 

not after. When work cannot be accomplished on time, MRP can 

reschedule planned orders so that priorities are realistic and 

meaningful. 

The three major inputs of an MRP system are the master 

production schedule, the product structure records, also known as 

bills of materials ( BOM ) records, and the inventory status 

records. The master production schedule ( MPS ) outlines the 

production plan for all end items. The product structure records 

contain information on all materials, components, or 

subassemblies required for each end item. The inventory status 

records contain the on-hand and on-order status of inventory 
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i t ems . MRP takes MPS for end items and determines t h e g ross 

requirements for components from t h e BOM. Gross requirements a r e 

obtained by "exploding" the end i tem product s t r u c t u r e record 

in to i t s lower l eve l requirements . The explos ion i d e n t i f i e s what 

components are r e q u i r e d , as well a s , how many, to produce a given 

quant i ty of end i t ems . By r e f e r r i n g to t h e inven to ry s t a t u s 

records , t h e g ross q u a n t i t i e s wi l l be ne t t ed by s u b t r a c t i n g t h e 

ava i l ab le inventory i t ems . When t o order is determined by 

o f f s e t t i n g ( s e t t i n g back i n time ) the lead times for each 

component. Thus, the m a t e r i a l requirements f o r each component are 

phased over time in a manner determined by l e a d t imes , parent 

requirements , and inventory s t a t u s . 

The planning horizon of the master production schedule should 

be large enough t o cover the cumulative procurement and 

production lead times ( "stacked" lead times ) for a l l components 

composing the end products . One-week increments have been found 

to be the most p r a c t i c a l . ( Anderson, Schroeder , Tupy, and White 

(1982), Wemmerlov (1979) ) 

The product s t r u c t u r e u sua l l y con ta ins seve ra l s t a g e s from 

raw ma te r i a l s t o subassemblies to assemblies t o end i t ems . The 

end product is des igna ted , b y convent ion , as being a t l e v e l 0 , 

i t s immediate components at level 1 , and so f o r t h . ( see F ig . 1 .1 

) The numbers in the bracke ts i n d i c a t e the usage f a c t o r s , the 

quant i ty needed for producing one uni t of immediate p a r e n t . The 

usage fac tor of {1} i s usua l ly not i n d i c a t e d . 
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A leve l 0 parent 

I I 
component 

B C l eve l 1 
I I parent 

I 1(2} I | {3} 
I I I I 

D E D P leve l 2 component 

Fig. 1 .1 Example Product S t ruc ture 

1.2 Lot Siz ing i n the MRP System 

In gene ra l , t h e l o t s i z i n g problem for d i s c r e t e demand 

implies conver t ing a vec tor of d i s c r e t e demand for an item i n t o 

another vector of planned orders by batching t he se demands i n t o 

l o t s . The d i s c r e t e na tu re of the demand i s cha rac te r i zed by t h e 

ins tan taneous dep le t ion of t h e i t e m ' s inventory a t c e r t a i n p o i n t s 

in t ime, e . g . , a t the beginning of a pe r iod , when the i t em ' s 

inventory i s drawn for the assembly of h i g h e r - l e v e l subassembly 

or assembly. On t h e c o n t r a r y , in t h e case of continuous demand, 

inventory i s consumed g r a d u a l l y at a cons tant demand r a t e 

throughout the per iod and/or the e n t i r e planning hor izon . 

Generally speaking, t he re are two types of important cos t s 

t h a t are involved in making l o t s i z e dec is ions i n a manufacturing 

s i t u a t i o n , namely the se tup cos t and inventory ca r ry ing /ho ld ing 

c o s t . The setup cos t i s the fixed c o s t t h a t is independent of the 
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s i ze of the replenishment and is associated with a replenishment. 

I t usually includes the cost of processing of production orders, 

authorizat ion, machine setup, too l ing , and even interrupted 

production. The cost of carrying items in inventory includes the 

opportunity cost of the inventory investment, warehouse expenses, 

deter iorat ion of stock, obsolescence, insurance, and taxes . Total 

inventory cost for an i tem's certain order schedule is natural ly 

the sum of these two cos ts incurred for that par t icu lar schedule. 

Given a demand vector , one possible way of lo t sizing is to 

plan production orders whenever they a re required and in exactly 

the same quanti t ies as required ( i . e . . Lot for Lot) . In th is 

case , t o t a l inventory cost for the resultant order vector 

consis ts of setup costs only. As no inventory i s carr ied, no 

carrying cost are incurred. Another possible way i s one in which 

the demands for a l l the periods in the planning horizon i s 

planned in one single order . This order vector would require only 

one setup while incurring large carrying cos t s . These are just 

two extreme p o s s i b i l i t i e s and various pos s ib l i t i e s exis t between 

these two extremes. Figure 1.2 i l l u s t r a t e s a trade-off between 

the two costs , setup and carrying costs for the case of 

continuous, constant demand. The same would be true for the 

d i s c r e t e , constant demand case. Total inventory cost is 

represented as a funtion of the lo t s i z e and the optimal lo t size 

i s where the t o t a l costs are at the i r minimum. This occurs where 

the setup cost and carrying costs are equivalent. 

In an MRP system, although gross requirements for components 

are obtained by exploding the end item product s t ructure record 
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i n t o i t s lower level requirements, we s t i l l need to decide order 

quant i t ies for each item in the system. Thus in such system i t is 

necessary to incorporate some lot sizing techniques ( even if i t 

i s Lot for Lot ) a t al l l eve l s simply in order to generate lower 

leve l requirements in the correct time phased format. The 

application of a par t i cu la r lot s iz ing rule t o an item at a given 

leve l affects the gross requirements for components at 

subordinate l eve l s . In a multiple level system l ike the MRP 

system, the lo t s izing problem is to determine the s e t of order 

quant i t i es for a l l items in the system over i t s planning horizon 

t h a t minimizes the sum of inventory holding and setup cost 

incurred in the system. 

INVENTORY 
COSTS 

\ \ TOTAL COSTS 

\ y r CARRYING COSTS 

/ ^ S ^ SETUP COSTS 

LOT SIZE 

F i g . 1.2 T o t a l C o s t s as a Func t ion o f the L o t Size 

f o r the C o n t i n u o u s , C o n s t a n t Demand 
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As planned orders for higher level items will generate gross 

requirements for immediate lower level items, and so on, we 

should take th is i n t e r - l e v e l dependent demand rela t ionship and 

commonnality re la t ionship into account when developing l o t sizing 

rules for the mult i - level s t ructure . 

Furthermore, there i s another factor to be considered before 

selecting the lot sizing s t ra tegy. An MRP system, in p rac t i ce , 

would require a considerable amount of computer time to determine 

schedules of order quant i t ies for items in t h e whole system. The 

computational e f for t depends on the number of items involved and 

frequency of reschedulings. Thus, t ime-efficient ordering 

procedures are of a high p r i o r i t y . 

1.3 Objective of th is Study 

Few areas of management decision making offer more po ten t ia l 

for theory development than problems of the design and operation 

of a multi- level production/inventory system. Furthermore, few 

areas of management would offer greater pay-offs for the 

application and execution of good management techniques than 

inventory control . In order to appreciate t h i s po ten t i a l , we need 

to consider the following fac t s . Approximately one th i rd of the 

current assets of the average US business firm is devoted merely 

to inventory. This is about 90% of the same f i rm's working 

capi ta l . Most of this inventory i s currently being managed 

within mult i - level ( multi-echelon ) production / inventory 

systems. 

The motivation for t h i s study a r i ses from the real izat ion 
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that although Material Requirements Planning has been avai lable 

as a tool for managing manufacturing inventory for over two 

decades, l i t t l e work has been published that addresses the 

problem of deciding how much to produce in a batch for items in 

mult i - level MRP s e t t i n g s . 

Most of the recent s tudies of heur is t ic l o t sizing techniques 

for mult iple-level material requirements planning systems have 

investigated the application of l o t sizing ru les derived in the 

context of a single l e v e l . 

In r e a l i t y , there ex i s t ve r t i ca l interdependencies between 

levels due to the demand at lower levels being derived by the 

lo t s iz ing decisions made at immediate higher levels and 

horizontal commonalities due to existence of some components 

having two or more paren ts . 

In t h i s study, we aim to formulate a mathematical model of 

the mult i - level lot s izing problem and further develop 

mult i - level lo t sizing heuris t ics that account for these two 

d i s t inc t charac te r i s t i cs ( i . e . , dependency and commonality ) . 

These heur i s t i cs should be easy to understand and simple t o 

implement in p rac t i ce . We also intend to t e s t the proposed 

heur i s t ics in various combination of factors ( i . e . , demand 

pat tern , cost s t ruc tu re s , degrees of commonality, number of 

leve ls , e t c . ) and compare their performance with other 

established heur is t ics and optimum solut ions . 
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Chapter 2 

Review of L i t e r a t u r e 

For the purpose of rev iew, the taxonomy described by 

Krajewski and Ritzman (1977) i s used. ( See Figure 2 . 1 . ) We 

ca t ego r i ze l o t s iz ing problems i n terms of the number of l eve l s 

in product s t r u c t u r e s , the number of p r o d u c t s , and t h e number of 

parents and components. 

single 
level 

Manufacturing 
Organization 

I 

I 

s i n g l e 
product 

I 

m u l t i -
p roduc t 

s i n g l e 
parent 

I 
I 

multi­
level 

I 

mul t i -
parent 

I I I 

s i n g l e mult i - mul t i -
component component component 

F i g . 2.1 A Taxonomy f o r Lot S iz ing Problems 
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2 . 1 Single Level Research 

Prout (1973) r e p o r t s tha t m u l t i - s t a g e inventory ana lys i s 

i s f requent ly approached by using a s e t of s i n g l e s tage , s i n g l e 

product inventory models . In p r a c t i c e , most of current MRP users 

a r e repor ted ly adopting s ingle l e v e l l o t s i z ing techniques . Thus 

i t i s useful to examine s ingle l e v e l research . 

Harris (1915) i s c red i ted wi th devising t h e c l a s s i c Economic 

Order Quant i ty ( EOQ ) model for determining t h e optimal o rder 

quan t i t i e s when demand i s continuous and the s t e a d y - s t a t e demand 

r a t e is known. I t i s based on t h e reasoning t h a t optimum, t h a t i s 

minimum inventory c o s t , i s at t he point where the inventory 

carrying c o s t and s e t u p cost a r e equal . Although i t was 

o r ig ina l ly developed for cont inuous , constant demand environment, 

t h e model h a s been used in the d i s c r e t e demand s i t u a t i o n s in 

which MRP systems a r e u t i l i z e d . The EOQ model no longer provides 

optimal l o t s izes for the d i s c r e t e demand c a s e . 

Wagner and Whitin (1958) considered d i s c r e t e , d e t e r m i n i s t i c 

demands but with time varying demand r a t e over a fixed p lanning 

horizon of T per iods . In the i r s t u d y , they dropped the assumption 

of i nva r i ab le inventory cost from period to p e r i o d . Allowing no 

s tockouts , and assuming no i n i t i a l inventory , they developed a 

dynamic ve r s ion of t h e economic l o t s i z e model which y i e l d s the 

optimal o r d e r q u a n t i t i e s for t h e s ing le l e v e l s ingle product 

problem. The Wagner-Whitin ( W-W ) algori thm i s based on t h e 

dynamic programming formula t ion . Assuming an order must be 
T—1 

placed in t h e f i r s t p e r i o d , t he re are 2 p o s s i b l e lo t s i z i n g 
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combinations, T being t o t a l number of per iods in the planning 

horizon, where only those l o t s c o n s i s t i n g of i n t e g r a l number of 

periods of demand a re cons ide red . They showed that i t i s 

s u f f i c i e n t to consider only extreme s o l u t i o n s : inventory need not 

be c a r r i e d i n to a per iod in which a new replenishment order i s 

scheduled to a r r i v e . F u r t h e r , t h e y proved a planning hor izon 

theorem t h a t , given an optimal schedule for t per iods wi th an 

order placed in period t , t he schedule for the f i r s t t -1 p e r i o d s 

i s op t ima l . 

Presumed computat ional d i f f i c u l t i e s with Wagner-Whitin's 

model have led t o a number of h e u r i s t i c approaches . 

Gorham (1968) d iscussed a method c a l l e d Leas t Total Cost 

( LTC ) which goes through the product requirements step by s t e p , 

accumulating a l o t s i z e u n t i l a future period t , where t h e 

cumulative inventory car ry ing c o s t s through period t comes 

c loses t t o the setup c o s t . 

Or l icky (1975) p resen ted the Pe r iod ic Order Quanti ty ( POQ ) 

and Lot for Lot ( L4L ) approaches . The POQ model i s a v a r i a n t of 

the EOQ model whereby t h e economic time i n t e r v a l ( N ) between 

replenishment orders i s determined by dividing t h e economic order 

quant i ty obtained from the EOQ model by an average demand per 

period and rounding i t off to t h e nea res t i n t e g e r . Thus, t h e 
if 

order q u a n t i t y i s the sum of demand over t h e i n t e v a l ( t , t+N ) . 

On the o ther hand, the L4L method simply makes t h e lo t s i z e equal 

to the demand each p e r i o d . 

DeMatteis and Mendoza (1968) developed Part Per iod Balancing 

( PPB ) a lgor i thm which i s based on the same reasoning as t h e EOQ 



www.manaraa.com

12 

model but for a discrete demand setting. PPB heuristic decides 

order quantities by accumulating requirements until when the 

cumulative inventory carrying cost nearly equals to, buc does not 

exceed setup cost. The look-ahead and look-backward features are 

added to account for wide demand variations. 

Silver and Meal (1973) outlined a heuristic which selects 

the order quantity Q so as to minimize the costs per unit time 

over the time period that Q lasts. Demand for period t is 

included in the order as long as this results in a reduction in 

the average cost per period over the interval up to period t. 

Morton (1978) developed a dynamic programming algorithm for 

the model with backlogging. Barbosa and Friedman (1978) proposed 

a general model with no backorder and a known finite planning 

horizon. Groff (1979) designed a lot sizing heuristic based on 

marginal analysis. His heuristic accumulates the demands for 

consecutive periods as long as the increase in marginal costs is 

less than the marginal decrease in the setup costs. 

All these single level algorithms do not appropriately solve 

the realistic MRP system problem which necessarily entails 

multi-level, multi-product situation. However, they are important 

in that they solve a relatively simple single level problem and 

may also be applied to the multi-level, multi-product problem. 

When numerous items on a single level are subjected to a 

certain ordering prodecure, the optimal or near-optimal policy is 

the sum of the optimal or near-optimal policies for the 

individual items. However, as Krajewski and Ritzman assert, 

multiple products introduce the complexities of resources 
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constra ints and non- t r iv ia l sequencing problems. Several 

researchers have looked at the case where there i s no dependent 

demand but items are related in other ways. Doll and Whybark 

(1973) addressed the single machine, multi-product lo t scheduling 

problem where there a r e several orders t h a t need to be processed 

on the same machine with l imited capaci ty . They present an 

i t e r a t ive procedure for determining the production sequence and 

lo t sizes for the i tems, using a j o i n t EOQ approach for 

determining the number of production cycles for planning 

horizon. 

Newson (1975) out l ines a heuris t ic t h a t i n i t i a l l y s tructures 

the problem as a network of unlimited capaci ty . The heur i s t i c is 

extended t o include variable capacity cons t ra in t s . Other s tudies 

dealing with single l eve l lot sizing with capacity cons t ra in ts 

include Eisenhut (1975), Swoveland (1975), Zangwill (1966). 

Lambrecht and Vander Eecken (1978) allowed capacity to vary in 

each period and derived an algorithm to determine dynamic l o t 

s izes by formulating the problem as a minimum cost network flow 

problem. Silver (1979) presented a dynamic programming algorithm 

for coordinated replenishment of items, when there i s a major 

setup cost incurred for a family of items and a minor one for 

items within the family. Other research in this category include 

Elmaghraby and Bawle (1972), and Simmons (1972). 

For the current research, however, i t will be assumed t h a t 

the setup cost for each item i s constant and independent of the 

processing sequence of open orders at a work center . I t w i l l 

also be assumed that there is suff ic ient capacity t o process any 
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quantity of the items within the pre-specified lead time. 

The comparative l o t sizing s tudies ( e.g., Berry (1972), 

Biggs (1975), Groff (1979), Kaiman (1969), Orlicky (1975), Silver 

et a l . (1973), Theisen (1974) ) general ly confirm the relat ive 

total inventory cost resul ts achieved by each l o t sizing rule . 

For s i n g l e level, s ingle product problems under d iscre te , 

determinist ic demand and with fixed planning horizons, the W-W 

rule w i l l yield the lowest to ta l cost solut ions, followed closely 

by S-M heur i s t i c ; LTC and PPB heur i s t i c s usual ly rank next, 

followed by the POQ, EOQ, and L4L rules. The number of 

ca lcula t ions , and hence the computational efforts required for 

the r u l e s generally varies inversely with the qua l i t y of their 

so lu t ions . The W-W ru le is the most complex, and i s most time 

consuming while the L4L rule is the simplest to implement. 

Most MRP systems u t i l i z e one or more of those single level 

rules t o make lot s iz ing decisions for a l l the items under their 

control . However, even Wagner-Whitin algorithm, the best among 

the s i n g l e level lo t sizing ru les , cannot guarantee the best 

solution for the mult i- level lo t s iz ing problem and may not be 

en t i re ly suited for multi-level MRP se t t ings . Since these rules 

do not effectively take advantage of the additional information 

avai lable for the MRP system, we need to design a multi-level l o t 

sizing heur is t ic tha t accounts for two dist inct cha rac t e r i s t i c s , 

namely ver t i ca l dependency and hor izonta l commonality. 

2.2 Multi-Level Research 

There has not been much work published in the area of 
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mu l t i - l eve l l o t s iz ing ru les f o r MRP sys t ems . Several s tudies 

have examined non-MRP based l o t s izing in mu l t i - s t age , 

mu l t i - l eve l s y s t e m s . Those s t u d i e s , however, fa i led t o address 

some of the key issues t h a t c h a r a c t e r i z e t h e lo t s i z i n g problem 

in MRP systems. F i r s t , the assumptions made on t h e product 

s t r u c t u r e examined in those works do not address t h e typica l 

product s t r u c t u r e , namely mul t i -end p roduc t , multi-component, 

m u l t i - l e v e l p roduc t s t r u c t u r e , of the MRP system. One major i s s u e 

i s t h a t severa l s t u d i e s , such as Clark and Scarf (1960), Crowston 

and Wagner (1973) , Love (1972), Schwarz and Schrage (1975), Taha 

and Skeith (1970) , and Zangwill (1966) , assume a s e r i a l 

product ion sys tem, where each i tem ( except end product and raw 

m a t e r i a l ) has exac t ly one predecessor and one successor . The 

s o l u t i o n procedures devised for the s e r i a l , mul t i - l eve l l o t 

s i z i n g problems are gene ra l ly n o t viable in the non - se r i a l 

assembly s t r u c t u r e s . Another i s s u e i s t h a t of computational 

e f f i c i e n c y . Optimum-seeking procedures presented in s eve ra l 

works, such as Crowston and Wagner (1973) , Crowston, Wagner and 

Henshaw (1972), Kalymon (1972), Love (1972) , Pinkus (1975), and 

Zangwill (1966, 1969), simply require a huge amount of 

computation t ime to obta in the optimal l o t schedules . Thus i t may 

be impract ical t o use those optimizing procedures in r ea l 

s e t t i n g s . 

Although t h e s e s t u d i e s f a i l e d to d i r e c t l y address our 

resea rch problem, examining them may s t i l l be val id in that we 

may gain some i n s i g h t s i n t o our problem. 

The s imples t mult i -echelon s t r u c t u r e i s a s e r i a l one. For 
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the s e r i a l product s t r u c t u r e , l o t s i z ing problem with 

uncapaci ta ted s tages , concave production and holding c o s t s , and 

t ime-varying demand, Zangwill (1969) represented th is problem as 

a s ing le source network. He showed tha t the optimal s o l u t i o n is 

contained in the set of extreme po in t s o l u t i o n s . An extreme point 

so lu t ion i s one in which t h e l o t schedule inc ludes the l o t s 

cons i s t i ng of an i n t e g r a l number of periods of demand. Using the 

extreme po in t solut ion concep t , he proposed a dynamic programming 

procedure for deriving t h e optimal production schedule. Love 

(1972) a l s o considered t h e s e r i a l s t r u c t u r e problem wi th d i sc re te 

demand and presented an a l t e r n a t i v e dynamic programming 

a lgor i thm. He proved t h a t in a s e r i a l system the lo t s i z e s of 

t he component wi l l be an i n t e g r a l mult iple of i t s p a r e n t ' s lo t 

s i z e s . The amount of computation for both algori thms i s bounded 

by a polynomial in the number of s tages and t h e number of time 

p e r i o d s . Lambrecht and Vander Eecken (1978) examined a 

s ing l e - i t em s e r i a l system with t ime-varying demand for which the 

l a s t s tage has capaci ty c o n s t r a i n t s . They cha rac t e r i zed the 

optimal s o l u t i o n in terms of extreme network flows and proposed a 

decomposition solut ion procedure in which t h e problem i s divided 

between the s t age with c a p a c i t y r e s t r i c t i o n s and the ones without 

them. Their procedure i s t o enumerate a l l extreme s o l u t i o n s for 

the l a s t processing s t a g e , which i s c a p a c i t a t e d , and u t i l i z e 

Zangwil l ' s algorithms for solving the other uncapac i ta ted s tages . 

Other approaches in a s e r i a l system may be found in Taha and 

Skeith (1970), and Gabbay (1979). Taha and Ske i th also used the 

in teger m u l t i p l i e r concept for a s e r i a l sys t em. They assumed a 
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constant demand rate over an inf ini te horizon and allowed 

backorders i n the final s t a g e , and delay between s t ages . Gabbay 

used linear programming t o solve the aggregate problem and then a 

s e t of mult i -s tage problems over a short time horizon, assuming 

monotone c o s t s for the aggregate problem and separabi l i ty for 

disaggregation. 

Some researchers considered an assembly type s t ruc tu re where 

the production of an item requires several components to be 

assembled in a hierarchical order and each component has at most 

one successor . The s e r i a l s t ructure is a special case of th is 

assembly network. 

Crowston, Wagner, and Williams (1973) showed that for single 

parent multi—component systems, the lot s i z e s of the component 

wi l l be an i n t eg ra l mult iple of i t s pa ren t ' s lot s i z e s . They 

give a dynamic programming algorithm for calculating optimal lot 

s izes when demand is continuous and constant over an i n f i n i t e 

horizon. For t h e same problem, Schwarz and Schrage (1975) f i r s t 

determined an optimal branch and bound procedure and then showed 

a "system myopic" policy in which lo t s izes are determined by 

integer mul t ip l i e r s that a re obtained by considering the parent 

and its component residing in two adjacent levels in the product 

structure a t a time. Once the lot size for an item i s ca lcula ted, 

i t will be f i x e d . 

For an uncapacitated assembly system with time-varying, 

discrete demand over a f in i t e planning horizon, concave 

production c o s t s , and l i n e a r inventory holdling costs , Crowston 

and Wagner (1973) formulated the lo t s izing problem as a dynamic 
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program by u t i l i z i n g an extreme point c h a r a c t e r i z a t i o n of the 

optimal s o l u t i o n . Their optimal algorithm i s qu i te complex, with 

the s o l u t i o n time increasing l i n e a r l y w i t h the number of items 

but inc reas ing exponent ia l ly wi th the number of pe r iods in the 

scheduling horizon. For the more general assembly system, namely 

m u l t i - p a r e n t , multi-component s t ruc tu re l i k e in a t y p i c a l MRP 

system, Steinberg and Napier (1980) produced an optimal procedure 

for the problem by modeling the system as a cons t ra ined 

general ized network with f ixed charge a r c s and c o n s t r a i n t s . 

Other optimizing models addressing the problem may be found in 

Haeling von Lanzenhauer (1970) and Kalymon (1972) . Haeling von 

Lanzenhauer modeled t h e mul t i -parent multi-component l o t s iz ing 

problem as a 0-1 in teger programming problem. Kalymon used 

decomposition techniques to so lve the m u l t i - l e v e l l o t s i z ing 

problem. In a l l of these optimum seeking algorithm ca se s for 

s e r i a l and a non-se r i a l assembly systems, the computational 

i ne f f i c i ency of obtaining opt imal s o l u t i o n s on a r ecur r ing bas i s 

have p roh ib i t ed t h e i r app l i c a t i on in most MRP s e t t i n g s . 

In o rder to reduce the immense computational e f f o r t s required 

with optimizing models, s e v e r a l researchers have taken a 

h e u r i s t i c approach t o t h i s problem, l o t s i z i ng for a s e r i a l or 

assembly system. Their approach to t h i s problem i s mostly a 

sequent ia l app l i ca t ion of a s i n g l e s tage l o t - s i z i n g method with a 

se t of modified cos t s tha t a t tempt to account for the dependence 

r e l a t i o n s h i p between neighboring s t a g e s . New (1974) proposed a 

procedure which s p e c i f i c a l l y acknowledges the dependency 

r e l a t i o n s h i p . For the constant demand c a s e , he uses t h e concept 
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of "value added" at each stage in the system to ca lcu la te an 

adjustment factor to be used in the EOQ ca lcula t ions . Once the 

order quantity is determined, i t wll not change. Based on this 

modified EOQ calcula t ion, McLaren (1977) , and McLaren and Whybark 

(1976) developed setup cost adjustment mechanism to account for 

the interdependencies among l e v e l s . Their upward adjustment of 

the setup cost is calculated by looking a t each item and i t s 

immediate component items as a small system nested in an entire 

product s t ruc ture . I t i s similar to Schwarz and Schrage (1975)'s 

methodology with respect to considering two adjacent levels as a 

separate system. This set of adjusted setup costs for each item 

in the system can be used with any s ingle level l o t s izing rules. 

They also presented both the Order Moment heur i s t i c , which is a 

single level lot s iz ing rule, and the Wagner-Whitin model- based 

multi- level algorithm which does not guarrantee opt imal i ty . They 

conceived their adjustment mechanism from examining the lo t 

sizing pat terns of an end item. The product s t ructures examined 

in their study are ones in which every item in the system has at 

most one parent. However, the i r technique can be used without any 

modification for the multi-parent s i t u a t i o n . Blackburn and 

Millen (1982) propose several ways of modifying both the setup 

cost and carrying cost to take into account the dependency 

relat ionship between two neighboring levels . Their cost 

modifications are based on the assumptions of an i n f i n i t e horizon 

and continuous, constant demand per per iod. They further assume 

that the l o t size for an item i s an integer multiple of the lot 

size for i t s parent, which is not valid for the product structure 
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with i tems having m u l t i p l e pa ren t s . The setup and carrying c o s t 

are modified for each item by consider ing the i tem and a l l lower 

level i tems below i t . This modif ica t ion scheme, however, cannot 

be adapted for a p p l i c a t i o n to m u l t i - p a r e n t , multi-component 

systems, as i t s b a s i c assumption of the l o t s i ze for an i t em 

being an in tegra l m u l t i p l e of the l o t for i t s pa ren t i s not v a l i d 

in mul t i -pa ren t , multi-component s t r u c t u r e s . 

The other approach t o the m u l t i - l e v e l l o t s i z ing problem 

offered in the previous l i t e r a t u r e i s to d i r e c t l y apply s i n g l e 

level l o t sizing h e u r i s t i c s ( f o r example, Economic Order 

Quanti ty, Least T o t a l Cost as in Gorham (1968) , Per iodic Order 

Quantity as in Orl icky (1975) e t c . ) to every i tem in the system 

sequen t i a l l y and compare t o t a l i nven to ry cost performances of t h e 

ru l e s . C o l l i e r (1978) chooses five l o t sizing methods for use i n 

his comparative s tudy : EOQ, POQ, LTC, L4L, W-W. He c l a s s i f i e s t h e 

product s t ruc tu re i n t o t h r e e general levels: (1) the "top" l e v e l 

cons i s t ing of end i tems whose demand must be f o r e c a s t ; (2) the 

" in termedia te" l eve l cons i s t i ng of a l l the manufactured p a r t s , 

subassemblies, and a s semb l i e s ; and (3) the "lower" level 

cons i s t ing of raw m a t e r i a l s procured from o u t s i d e . He then 

evaluates twenty-five combinations of the l o t s i z ing rules 

applied a t the two upper l eve l s for d i f fe ren t degrees of end i t e m 

demand v a r i a b i l i t y and i tem commonality, Performance was compared 

in terms of inventory c o s t and computational e f f e c t i v e n e s s . Y e l l e 

(1979) uses four r u l e s : EOQ, POQ, LTC, L4L, fo r a s i n g l e p a r e n t , 

single component s t r u c t u r e . He then compared s i x t e e n combinations 

of these techniques over the two leve ls under s ix d i f f e r e n t 
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demand patterns for the end item. Choi, Malstrom, Classen (1984) 

evaluates nine lot sizing rules, including LFL, EOQ, POQ, LTC, 

LUC, PPB, S-M, W-W, EEH( EOQ/EPQ hybrid algorithm), for a one-end 

item, 20-component, 3-level product structure. The performance of 

each lot sizing rule is simulated over nine different sets of 

market requirements patterns over a twelve time period. 

Other comparative studies include Biggs, Goodman, and 

Hardy (1977), Biggs (1979), and Jacobs and Khumawala (1980). 
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Chapter 3 

Mathematical Model and Heuristics Development 
for Single Level Environment 

The recent growth in the use of material requirements 

planning ( MRP ) systems has resulted in increased in te res t in 

the topic of lot s iz ing s t ra teg ies to be used for every item 

under the control of MRP system. Management has complete control 

over what lo t size model to choose for each product item or 

product s t ruc ture . Most of current MRP users are adopting single 

level l o t sizing techniques. We f i r s t present a mathematical 

model for the s ingle l eve l , single product problem. 

3.1 Mathematical model 

Our problem i s to find a s e t of values of l o t s izes t h a t 

optimizes our performance c r i t e r i a , to ta l inventory cos t , which 

consists of the setup cost and carrying c o s t , for an item for a l l 

time periods in the planning horizon. I t i s constrained to meet 

demands a t l eas t . A mixed integer programming model i s formulated 

for the problem. In the t - t h period, t= 1 , 2 , . . . , T, we let 

Xj. = order quanti ty for the item for period t 

Z ( Xfc ) = zero-one variable for setup 

S = setup cost for the item 

C = carrying cost for the item / unit / period 

Ifc = ending inventory of the item at the end of period t 

D̂  = demand for the item for period t 

L = lead time for the item 
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We may w r i t e our ob jec t ive funct ion for planning hor izon of T 

per iods as 

T 
Minimize ( S * Z (X.) + C * I . ) (3.1) 

t = l c z 

subject to 

Jt = It-1 + X t -L " D t 

z ( x t ) = 0 i f x t = 0 

1 i f Xfc > 0 

Xfc - M * Z ( Xfc ) < 0 

I t > 0 for a l l t 

Xfc > 0 for a l l t 

(3, 

(3, 

(3, 

(3 

(3 

.2) 

.3) 

.4) 

.5) 

.6) 

Since the ea r ly work of Har r i s (1915) , numerous a r t i c l e s 

and papers have been wr i t t en in the pas t few years on the subject 

of l o t s i z i n g h e u r i s t i c s and t h e i r cos t performance in s ing le 

s t age or m u l t i - s t a g e s i t u a t i o n . The c l a s s i c Economic Order 

Quanti ty ( EOQ ) model was developed for determining t h e optimal 

order q u a n t i t i e s when demand i s continuous and the s t e a d y - s t a t e 

demand r a t e i s known. Wagner-Whitin (1958) developed a dynamic 

vers ion of the economic l o t s i z e model which drops t h e assumption 

of a s t e a d y - s t a t e demand r a t e and i n v a r i a b l e inventory cost from 

period t o per iod , and considers d i s c r e t e , d e t e r m i n i s t i c demands 

bu t with t ime-varying demand r a t e . I t i s an optimum-seeking 

a lgor i thm for the s i n g l e l e v e l s ing le product problem. 

Presumed computational d i f f i c u l t i e s with Wagner-Whitin's 

model have led to a number of h e u r i s t i c approaches . Those 
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approaches include Leas t Total Cost ( LTC ) ( Gorham, 1968 ) , 

Par t Period Balancing ( DeMatteis and Mendosa, 1968 ) , S i l ve r and 

Meal (1973), Groff (1979) , Lot for Lot ( LFL ) and Pe r iod ic Order 

Quanti ty ( POQ ) . Cur ren t ly , MRP u s e r s a r e using s i n g l e stage 

l o t s i z e models such as LFL, EOQ, POQ, LTC within the MRP system 

( American Production and Inventory Control Socie ty (1974), 

Berry (1972), Biggs e t a l . (1977) ) . 

The purpose of t h i s chapter i s to develop and t e s t 

modif ica t ions to e x i s t i n g s ing le s tage lo t s iz ing h e u r i s t i c s 

which produce enhanced cost performance for a s i n g l e s tage 

s i t u a t i o n . In t h e next s e c t i o n , we p resen t new modified versions 

of t h e widely used l o t s iz ing rules of EOQ, POQ, and LTC, 

toge ther with a numerical i l l u s t r a t i o n of t h e i r a p p l i c a t i o n . This 

i s followed by a cost comparison of t h e modified h e u r i s t i c s with 

t h e i r o r i g i n a l vers ion and W-W approach in t h e problem s e t of 

numerical examples presented in the paper of Berry (1972) . 

3.2 Lot Sizing Techniques and t h e i r Modif icat ions 

Economic Order Quant i ty ( EOQ ) v s . Modified EOQ ( MEOQ ) 

EOQ model determines the optimal o rder quan t i ty when demand 

i s cont inuous , c o n s t a n t , and known, and where t o t a l inventory 

cos t s are used as the op t ima l i t y c r i t e r i o n . 

The EOQ lo t s i z ing ru l e is t o always order the economic order 

quan t i t y ( Q ) c a l c u l a t e d from : 

C 
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where D = Average demand / period 

S = Setup c o s t 

C = Carrying cost / u n i t / pe r iod 

When the on-hand inventory a t a pe r iod is l e s s t han demand 
* 

for the next per iod, an order of Q u n i t s i s p l a c e d . I f an order 

of Q i s not s u f f i c i e n t for meeting t h e demand fo r t h e period, 

t h e order i s increased to the l e v e l of the g ross requirement t o 

prevent shor t ages . 

I t should be noted that as the t o t a l inventory cost formula 

assumes continuous, l e v e l demand, i t i s only an approximation t o 

t h e t o t a l cos t function for t h e case of d i s c r e t e , time-varying 

demand. Furthermore, v/ith the EOQ model, we cannot guarantee t h a t 

inventory carryover w i l l not occur . In most of t h e per iods within 

t h e planning horizon, an excess inventory is c a r r i e d into a 

period in which a new replenishment o r d e r i s scheduled t o a r r i v e . 

Carrying c o s t s are incurred for t h e uni t s c a r r i e d i n t o tha t 

pe r iod . This unnecessary waste r e s u l t s from t h e s t a t i c model 

ignoring a c t u a l t ime-varying demand p a t t e r n . 

I t i s su f f i c i en t t o cons ider rules in which inven tory should 

never be ca r r i ed in a period i n which an order i s scheduled to 

a r r i v e . As a l l dynamic lo t s i z i n g r u l e s do , an EOQ model for 

d i s c r e t e demand environment needs to p l a c e an o r d e r covering an 

i n t e g r a l number of pe r iods of demand. The modificat ion to the 

o r i g i n a l EOQ checks t o see how many p e r i o d s of demand should be 

included in each l o t . Thus i t i s named Modified Economic Order 

Quant i ty ( MEOQ ) . 

When an order is t o be p l aced ( i . e . , when on-hand inventory 
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reaches zero and c u r r e n t demand i s p o s i t i v e ) , MEOQ determines 

each l o t s i z e according t o the following a lgor i thm : 

Step 1. Accumulate demand per iod by period and check 

whether t h e cumulative demand equals or exceeds the 

EOQ ( obtained from e q . (3.7) ) for t h e f i r s t t ime . 

Suppose t h e t e s t i s being done in per iod K. 

K 
I s Z D. > EOQ ? 

t=R r 

where R is the period in which a replenishment 

order is to be placed. 
K 

If Yes and it equals EOQ, then order Z D. 
t=R r 

I f Yes and i t exceeds EOQ, go t o s tep 2 . 

I f No, go t o s t e p 3 . 

Step 2. Compute p a r t period of period K and compare t h i s 

with EPP1. 

I s ( K - R ) DR > EPP 

K-l 
I f Yes, order Z D4- and go t o s tep 1 . 

t=R z 

K 
I f No, order Z D. and go t o step 1 . 

t=R ^ 

If the number of u n i t s of demand c a r r i e d in inventory i s 
mul t ip l ied by the number of per iods c a r r i e d , the r e s u l t i s c a l l e d 
par t period for the demand. EPP, t h e quan t i t y of t he inventory 
item which, i f c a r r i e d in inventory for one pe r iod , would r e s u l t 
in a ca r ry ing cost equal t o the s e tup c o s t , i s computed by : 

S 
EPP = (3.8) 

C 

where S : se tup c o s t 
C : carrying cos t / u n i t / period 
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Step 3. Compute part period of period K and compare this with 

EPP. 

Is ( K - R ) Dk > EPP ? 

K-l 
If Yes, order Z D, 

t=R z 

If No, move to next period by setting K = K + 1 and 

go to step 1. 

Numerical Example. 

Without loss of g e n e r a l i t y , we assume t h a t shipments a r e 

received in the same period as the orders i . e . , lead time 

i s z e ro . 

Setup cost = $ 206 

Carrying cost / unit / period = $ 2 

EOQ = 13 8 units 

EPP = 103 units 

When EOQ is applied, 

DEM 80 100 125 100 50 50 100 125 125 100 50 100 

INV 58 96 109 9 97 47 85 98 111 11 99 137 

ORD 138 138 138 0 138 0 138 138 138 0 138 138 

Carrying cost : $ 1914 

Setup cost : 1854 

Total cost : 3768 

When MEOQ is applied, 

DEM 80 100 125 100 50 50 100 125 125 100 50 100 

INV 100 0 100 0 50 0 125 0 100 0 100 0 

ORD 180 225 100 225 225 150 0 
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Carry ing c o s t : $ 900 

Se tup cos t : 1442 

T o t a l cos t : 2342 

Step 1 . R = 1 and K = 1 

Is D 1 ( = 80) > EOQ (=138) ? 

No. 

Go t o s t e p 3 . 

Step 3 . I s ( 1 - 1 ) Q1 (=80) > EPP (=103) ? 

No. 

K = 2 and go t o s t e p 1 

Step 1 . I s D j (=80) + D2 (=100) > EOQ (=138) ? 

Y e s , i t e x c e e d s . > 

Go t o s t e p 2 . 

Step 2 . Is ( 2 - 1 ) D2 (=100) > EPP (=103) ? 

No. 

Order D-ĵ  + D2 = 180 in p e r i o d R (=1) -

Step 1 . R = 3 and K = 3 

Is D 3 (=125) > EOQ (=138) ? 

No. 

Go t o s t e p 3 . 

Step 3 . I s ( 3 - 3 ) D3 (=125) > EPP (=103) ? 

No. 

K = 4 and go t o s t e p 1 . 

Step 1 . R = 3 and K = 4 . 

Is D 3 (=125) + D 4 (=100) > EOQ (=138) ? 

Y e s , i t e x c e e d s . 

Go t o s t e p 2 . 
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Step 2. I s ( 4 - 3 ) D4 (=100) > EPP (=103) ? 

No. 

Order D3 + D, = 225 in pe r iod R (=3) . 

Continuing in t h i s fashion, we w i l l have MEOQ orde r schedu le . 

I t can be seen that EOQ r e s u l t s in a t o t a l cost which is 76% over 

MEOQ. 

Periodic Order Quanti ty ( POQ ) and Modified POQ ( MPOQ ) 

Another popular modif icat ion t o the EOQ ru l e for use in an 

environment of d i s c r e t e demand, termed Per iodic Order Quant i ty , 

i s obtained by converting t h e u n i t s given by EOQ to an equ iva len t 

number of per iods of average demand. 

The POQ algori thm f i r s t c a l c u l a t e s the EOQ. Then th i s order 

quan t i t y is divided by average demand per period and rounded off 

t o the nearest in teger v a l u e , N to determine o rde r ing i n t e r v a l . 

An order is placed with l o t s ize equal t o N per iods of p o s i t i v e 

demand. Since t h i s method prevents inventory car ryover , i t i s 

more ef fec t ive than t h e EOQ in ob ta in ing schedules with lower 

inventory carrying c o s t s . However, l i k e the EOQ model from which 

i t i s derived, i t may be penal ized for placing N pe r iods of 

demand automat ica l ly without cons ider ing t h e a c t u a l demand 

p a t t e r n . 

Thus a modif icat ion to the POQ algor i thm checks t o see 

whether there can be any poss ib l e improvement by moving o r i g i n a l 

order points s e t by POQ ru le e i t h e r backward or forward depending 

on the actual t ime-varying demand p a t t e r n . The Modified Pe r iod i c 

Order Quanti ty ( MPOQ ) a lgor i thm f i r s t computes economic 
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ordering interval, N as POQ does. Further steps in the algorithm 

are : 

Step 1. Accumulate demand period by period spanning over N 

periods from an order point period R up to period K 

(= R + N* - 1 ). 

Step 2 . Compute the p a r t per iod for period K and compare t h i s 

with EPP. 

Is ( K - R ) Dfc > EPP ? 

K-l 
I f Yes, order Z D. 

t=R z 

go t o s t ep 1 . 

I f No, go t o s t ep 3 . 

K 
Step 3 . Is D. > EOQ ? 

t=R z 

K 
I f Yes, order Z D. 

t=R z 

go t o s t ep 1 . 

I f No, move to next period by s e t t i n g K = K + 1 and 

go t o s t ep 2 . 

Numerical Example. 

Without loss of genarality, we assume that shipments are 

received in the same period as the orders, i.e., lead 

time is zero. 

Setup cost = $ 200 

Carrying c o s t = $ 2 

EOQ = 110 u n i t s 

Ordering Interval (N ) = 2 periods 

EPP = 100 units 
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When POQ i s a p p l i e d , 

DEM 30 100 40 110 0 50 100 20 80 40 110 40 

INV 100 0 110 0 0 100 0 80 0 110 0 0 

ORD 130 150 150 100 150 40 

C a r r y i n g c o s t : $ 1000 

S e t u p cos t : 1200 

T o t a l cos t : 2200 

When MPOQ i s a p p l i e d , 

DEM 30 100 40 110 0 

INV 0 40 0 0 0 

ORD 30 140 110 

50 

0 

50 

100 

20 

120 

20 

0 

80 

40 

120 

40 

0 

110 

40 

150 

40 

0 

C a r r y i n g c o s t : $ 280 

S e t u p c o s t : 1400 

T o t a l cos t : 1680 

Step 1 . As N = 2 and R = 1 , K = 2 . 

S tep 2 . I s ( 2 - 1 ) D2 (=100) > EPP (=100) ? 

Yes . 

Order T>1 (=30) i n p e r i o d R (-1) . 

S tep 1 . As N = 2 and O = 2 , K = 3 . 

S tep 2 . I s ( 3 - 2 ) D3 (=40) > EPP (=100) ? 

No. 

Go to step 3. 

Step 3. IS D2 (=100) + D3 (=40) > EOQ (=110) ? 

Yes. 

Order D2 + D 3 (=140) in p e r i o d R ( = 2 ) . 
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Continuing computation in t h i s fashion, i t is shown t h a t basic 

POQ r e s u l t s in a t o t a l cos t which i s 31% over MPOQ. 

Least Total Cost ( LTC ) and Modified LTC ( MLTC ) 

LTC determines l o t s i z e s so t h a t the ca r ry ing c o s t incurred 

for each lo t i s about equal to t h e setup c o s t . This r u l e f i r s t 

computes economic pa r t per iod ( EPP ) . The algori thm accumulates 

consecut ive p e r i o d s ' demands u n t i l the cumulat ive p a r t - p e r i o d s 

exceeds the EPP. Suppose t h e cumulative p a r t - p e r i o d s exceed the 

EPP a t the N t h pe r iod . With t h i s a lgor i thm, an order i s placed 

for t h e next N or N - 1 per iods i n period R, the order p o i n t , 

depending on whether e i t h e r the cumulat ive p a r t - p e r i o d s up to 

period R + N or the ones up to R + N - 1 i s c loser t o EPP. 

LTC i s an ex tens ion of the EOQ model for d i s c r e t e demand 

environment in t h a t i t in tends t o minimize t o t a l i nven to ry costs 

over t h e planning horizon by equal iz ing order cos ts and carrying 

c o s t s . However, i t a l s o can be penal ized for ignoring t h e given 

demand p a t t e r n . Experience with t h e bas ic LTC h e u r i s t i c has 

ind ica ted tha t i t s use can lead t o n o n - t r i v i a l cost p e n a l t i e s if 

i t handles demand pa t t e rn with some sporadic rapid s e a s o n a l 

inc reases over t h e planning hor izon . 

When, among the per iods included in one l o t , ending period 's 

pa r t per iod happen to exceed the EPP for the item, maintaining 

the per iod in t h e l o t would incur car ry ing c o s t bigger than setup 

c o s t . Thus if t h e l a s t pe r iod , whose pa r t per iod i s g r e a t e r than 

EPP, i s e l iminated from the l o t , ca r ry ing c o s t s for t h e demand 

would be saved, while incurr ing smal ler s e tup c o s t . 
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Our modified LTC algorithm i s as fo l lows , 

Step 1. For each time per iod T, 

c a l c u l a t e part pe r iod DT ( T - R ) , where R i s t h e 

period i n which a replenishment order i s p laced . 

I s DT ( T - R ) > EPP ? 

I f No, g o to s tep 2 . 

I f Yes, for the f i r s t time in period N, 

N-l 
then o r d e r Z D. 

t=R z 

Step 2 . Accumulate part per iod and check whether the 

cumulat ive part per iod exceeds the EPP. 

T 
I s Z D. ( t - R ) > EPP ? 

t=R Z 

I f No, s e t T = T + 1 and go to s t e p 1 . 

I f Yes, for the f i r s t time in period N, 

N-l 
set A = EPP - Z D. ( t - R ) 

t=R z 

N 
B = Z D. ( t - R ) - EPP 

t=R C 

N-l 
If A < B, then order Z D. 

t=R c 

N 
A > B, order 21 D. 

t=R c 

In t h i s a lgo r i t hm, Step 2 i s the b a s i c LTC algori thm whi l e 

S tep 1 i s t h e modif icat ion. 
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Numerical example. 

Without loss of generality, 

received in the same period 

is zero. 

Setup cost = $ 200 

Carrying cost/ uni 

EPP = 100 units 

When LTC is applied, 

DEM 20 30 80 0 50 

INV 110 80 0 0 100 

ORD 130 150 

Setup cost : 

Carrying cost : 

Total cost : 

When MLTC is applied, 

DEM 20 30 80 0 50 

INV 30 0 0 0 10 

ORD 50 80 60 

Setup cost : 

Carrying cost : 

Total cost : 

Step 1 . R = 1 

T - 1 

Dx (=20) ( 1 - 1 ) 

34 

we assume t h a t sh ipmen t s are 

as t h e o r d e r s , i . e . , l ead t ime 

/ p e r i o d = $ 2 

10 90 40 0 70 60 100 

90 0 70 70 0 100 0 

110 160 

800 

1240 

2040 

10 90 40 0 70 60 100 

0 40 0 0 60 0 0 

130 130 100 

1200 

280 

1480 
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Is B1 (=20) ( 1 - 1 ) > EPP (=100) ? 

No. 

Go to step 2. 

Step 2. Is D1 ( 1 - 1 ) > EPP (=100) ? 

No. 

Set T = 2 and go to step 1. 

Step 1. T = 2 

D2 (=30) (2-1) 

Is D2 (=30) ( 2 - 1 ) > EPP (=100) ? 

No. 

Go to step 2. 

Step 2. Is D1(=20) ( 1 - 1 ) + D2(=30) ( 2 - 1 ) > EPP (=100) ? 

No. 

Set T = 3 and go to step 1. 

Step 1. T = 3 

D3 (=80) (3-1) 

D3 (=80) ( 3 - 1 ) > EPP (=100) ? 

Yes, for t h e f i r s t t ime N = 3 . 

Order T>1 + D2 (=50) in per iod R (=1) . 

Continuing computation in t h e same way, i t i s shown t h a t bas ic 

LTC r e s u l t s in a t o t a l cos t which is 31% over MLTC. 

3.3 Experimental I nves t i ga t i on 

In order t o compare the cost performances of the t h r e e 

modified h e u r i s t i c s with t h e i r o r i g i n a l vers ion and with the 

optimal Wagner-Whitin a lgor i thm, we use the experimental 

framework presented in B e r r y ' s (1972) a r t i c l e . Uerry has 
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sugges ted a g e n e r a l e x p e r i m e n t a l framework within w h i c h to 

compare s y s t e m a t i c a l l y t h e v a r i o u s l o t s i z i n g p r o c e d u r e s tha t 

have been p r o p o s e d . T h i s problem s e t has been used by S i l v e r and 

Meal (1973) and Groff ( 1 9 7 9 ) . 

There a r e 25 sample problems which a r e made f r o m a 

combina t ion of f i ve d i f f e r e n t demand p a t t e r n s ( see T a b l e 3.1) 

and f ive d i f f e r e n t t ime between o r d e r ( TBO ) v a l u e s ( s e e Table 

3 . 2 ) . TBO i s def ined a s t he e x p e c t e d coverage durat ion o f a l o t 

( EOQ ) and c a l c u l a t e d a s f o l l o w s , 

EOQ M S 
T B0 = = / (3 .9 ) 

D / D C 

Table 3 . 1 

DEMAND PATTERNS FOR INVESTIGATION 

Per iod 1 2 3 4 5 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 

92 
92 
92 
92 
92 
92 
92 
92 
92 
92 
92 
93 

80 
100 
125 
100 

50 
50 

100 
125 
125 
100 

50 
100 

10 
80 

180 
80 
0 
0 

180 
150 

10 
100 
180 
95 

10 
10 
15 
20 
70 

180 
250 
270 
230 

40 
0 

10 

0 
0 
0 
0 
0 

1105 
0 
0 
0 
0 
0 
0 

Sum 1105 1105 1105 1105 1105 

C o e f f i c i e n t 0 .293 .718 1.410 3 .310 
of V a r i a t i o n 
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Table 3.2 

INVENTORY COST PARAMETERS 

TBO EOQ S C EPP 

0.73 
1.00 
1.14 
1.50 
1.80 

66 
92 
105 
138 
166 

$ 48 
92 
120 
206 
300 

$ 2 
2 
2 
2 
2 

24 
46 
60 
103 
150 

The percentage i nc r ea se s in t o t a l inventory costs over t h e 

optimal Wagner-Whitin method is presented in Table 3 . 3 . The t h r e e 

improved h e u r i s t i c s outperform t h e i r basic c o u n t e r p a r t s . They 

also compare very favorably with the opt imal Wagner-Whitin 

so lu t i on . 

Their average percentage i nc r ea se s a r e reduced r a the r 

d ramat ica l ly from t h e i r corresponding h e u r i s t i c s * performance,as 

seen in Table 3 .4 . For the case of MEOQ, i t reduced from 44.54% 

to 0.78%, for MPOQ, from 7.61% to 1.41%, and fo r MLTC, from 6.42% 

to 0.53%. Table 3.5 p r e s e n t s the number of occas ions in which 

the modified algori thms outperform the i r p r e d e c e s s o r s . For t h e 

case of MEOQ, i t outperformed EOQ i n 18 cases , and t i e d in 7 . 

MPOQ surpassed POQ in 12 occasions and tied in 13 while MLTC 

outperformed LTC in 13 cases and t i e d in 12. On no occasion d id 

the bas ic algori thms outperform t h e i r modified v e r s i o n s . A l l 

the t i e s a r e the same as the optimal in the Wagner-Whitin 

so lu t i on . 
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When excluding the cases of tie in which both modified and 

original heuristics provide optimal solutions, the reduction is 

more remarkable. With the MEOQ model, it is reduced from 61.86% 

to 1.09%, with the MPOQ, from 15.85% to 2.94%, and with the MLTC, 

from 12.35% to 1.02%. ( see Table 3.6 ) Average reduction rate is 

98%, 81%, and 92% respectively. The three modified rules provide 

the same solution as the optimal one in more than 84% of the 

sample problems, as seen in Table 3.7. 

3.4 Conclusion 

We generated modified versions of three lot sizing 

rules, namely EOQ, POQ and LTC, which are popularly used in 

current MRP settings. The common problem with EOQ and POQ is 

that they have rigid policies which have been instituted on the 

basis of average demand patterns. The modifications suggested 

improve the basic rules by looking at the demand varitions from 

period to period through Economic Part Period ( EPP ) 

computations. The LTC rule, while looking at EPP, heuristically 

decides on whether to choose the last period to be in the lot 

size. Our modification seems to enhance this rule by avoiding 

inclusion of periods whose part periods are larger than EPP in 

the lot size. 

Each modified heuristic dominates its predecessor in a cost 

comparison in our experimental setup. Average cost reduction 

rates from their predecessors* are very high ranging from 81% to 

98%. The chances that they provide optimal solutions are also 

very high ranging from 84% to 88%. An average cost penalty of 
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Table 3 .3 

PERCENTAGE INCREASES ( OVER W-W METHOD IN TOTAL 
COSTS OF SETUP AND CARRYING INVENTORY ) . 

C o e f f i c i e n t of V a r i a t i o n ( C ) 

RULE 

EOQ 
MEOQ 
POQ 
MPOQ 
LTC 
MLTC 

EOQ 
MEOQ 
POQ 
MPOQ 
LTC 
MLTC 

EOQ 
MEOQ 
POQ 
MPOQ 
LTC 
MLTC 

EOQ 
MEOQ 
POQ 
MPOQ 
LTC 
MLTC 

EOQ 
MEOQ 
POQ 
MPOQ 
LTC 
MLTC 

0 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

74.03 
0.0 
0.0 
0.0 
26.81 
0.0 

38.00 
0.0 
0.0 
0.0 
0.0 
0.0 

38.13 
0.0 
0.0 
0.0 
0.0 
0.0 

.293 

22.22 
0.0 
0.0 
0.0 
0.0 
0.0 

63.95 
0.0 
0.0 
0.0 
1.45 
0.0 

41.43 
0.0 
2.86 
0.0 
24.29 
0.0 

67.62 
4.18 
6.14 
0.0 
6.14 
4.18 

46.78 
0.0 
0.0 
0.0 
0.0 
0.0 

.718 

48.67 
0.0 
6.19 
0.0 
0.0 
0.0 

76.42 
0.0 
8.49 
0.0 
16.03 
0.0 

97.27 
0.0 
9.09 
0.0 
13.64 
0.0 

49.60 
10.19 
15.51 
0.0 
15.51 
0.0 

65.06 
0.0 
7.73 
0.0 
7.73 
0.0 

1.410 

59.92 
0.0 
9.09 
0.0 
8.26 
0.0 

85.41 
3.35 
21.05 
7.17 
12.92 
7.17 

92.31 
1.92 
26.92 
7.69 
3.85 
1.92 

70.94 
0.0 
44.42 
9.26 
9.77 
0.0 

75.70 
0.0 
32.71 
11.21 
14.01 
0.0 

3.310 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 

0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
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T a b l e 3.4 

AVERAGE PERCENTAGE INCREASES OVER W-W 

ORIGINAL IMPROVED 

MEOQ 

MPOQ 

MLTC 

EOQ 
POQ 
LTC 

v s . EOQ 

v s . POQ 

v s . LTC 

44.54% 
7 . 6 1 
6 . 4 2 

T a b l e 

MODIFIED 

WIN 

18 

12 

13 

VS, 

3 . 5 

MEOQ 
MPOQ 
MLTC 

ORIGINAL 

LOSE 

0 

0 

0 

0 
1 
0 

. 7 8 % 

. 4 1 

. 5 3 

* 
TIE 

7 

1 3 

12 

* A l l the t i e s a r e the same as the o p t i m a l W-W s o l u t i o n . 

T a b l e 3.6 

AVERAGE PERCENTAGE INCREASES OVER W-W METHOD 
WHEN THE CASES OF TIE ARE EXCLUDED 

O r i g i n a l Improved 

EOQ 61 .86% 

POQ 15.85 

LTC 12.35 

MEOQ 1.09% 

MPOQ 2 . 9 4 

MLTC 1.02 

T a b l e 3.7 

FREQUENCIES THAT EACH RULE PROVIDES THE SAME OPTIMAL 
SOLUTION AS THE W-W 

MEOQ 

MPOQ 

MLTC 

21 out of 25 ( 84% ) 

21 out o f 25 ( 84% ) 

22 out o f 25 ( 88% ) 
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0.53%, 0.78%, and 1.41%, respect ively , over the optimal solution 

is an extremely encouraging r e s u l t . Considering the high cost of 

computation, these modified heu r i s t i c s seem worthy of extensive 

usage in pract ice . They can be applied sequential ly to the 

items in the mul t i - level product structures to solve multi-level 

lot s izing problems and will be used together with our proposed 

mult i - level heur i s t i c to examine the i r performance in multi-level 

s e t t i n g . 
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Chapter 4 

Mathematical Model and Heuristic Generation 
for Multi-Level Environment 

Chapter 1 presented a description of the problem of lot 

sizing for mult i- level product structures such as in MRP systems, 

and Chapter 2 reviewed the l i t e r a tu re related to the problem. The 

main purpose of th i s chapter i s : (1) the development of a simple 

multi-level lot sizing algorithm; and (2) the design of 

experiments to tes t the proposed algorithm. 

In the f i r s t section, the mathematical model is formulated 

and introduced to indicate the necessity for the development of 

simple heu r i s t i c s . This i s followed by sections on the 

development of the proposed heuristic and on a preliminary 

experimental investigation t o find how i t performs. The l a s t 

section includes the research methodlogy and the speci f ic 

hypotheses t o be tested in the formal experiments. 

4.1 Mathematical Model 

Our problem is to find a set of values for lo t sizes t h a t 

optimizes our performance c r i t e r i a , which is t o t a l inventory 

cost , consisting of the setup cost and carrying cost, for a l l 

items in the system and for a l l time periods in the planning 

horizon. I t i s constrained t o at l eas t meet demands. 

A mixed integer programming model i s formulated for the 

problem. In the t - t h period, t= 1, 2 , . . . , T , we l e t 
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N = number of items in the system 

T = number of time periods in the planning horizon 

X^t = order quantity for item i for period t 

Z ( X f̂c ) = zero-one variable for setup 

S. = setup cost for item i 

C. = carrying cost for item i / unit / period 

•""it = e n o^ n9 inventory of item i at the end of period t 

L^ = lead time for item i 

U.J. = usage factor ( i.e., quantity of item i needed for 

producing one unit of item j ) which can be found 

from the bill of materials information 

D.. = independent demand for item i in period t 

P( i ) = set of the immediate parents of item i 

We may write our objective function for N items and for planning 

horizon of T periods as 

N T 
Minimize ( S. z (X.^) + C. I... ) (4.1) 

i=l t=l 1 1Z x xz 

subject to 

Zit = ^t-1 + Xi(t-L ) -. p ( i )
 U i j X j t - D i t <4-2) 

Z ( Xifc ) = 0 if X i t = 0 for all i (4.3) 

1 if Xifc > 0 

X i t - M * Z ( Xifc ) < 0 (4.4) 

where M is a large number greater than max.( D.. ) 
t=l l z 

I i t > 0 for all i, t (4.5) 

Xifc > 0 for all i, t (4.6) 
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The objective is to minimize the t o t a l inventory cost , which 

consists of the setup cos t and carrying cost as represented by 

two terms in the objective function ( 4 . 1 ) . A setup cos t is 

incurred whenever an order is placed and is independent of the 

size of order. Inventory carrying cos t s are d i rec t ly proportional 

to the ending inventory in each per iod. No production cost term 

is included for i t is not a function of lot s ize . 

F i rs t constraint (4.2) describes how inventory l eve l changes 

each period for each i tem. In (4.2) , for an item i , the beginning 

inventory plus current production l e s s current demand equals the 

ending inventory. Current production consis ts of Xi(4.-L \ , the 

order quantity whose order was placed L i ( lead time for item i ) 

periods prior to t and was planned t o be added to the inventory 

for the period t . On the other hand, usage includes the demand 

for the item to satisfy t h e order re lease from immediate parents 

and independent demand for item i as service pa r t s . For the end 

items in pa r t i cu la r , the relation (4.2) can be s ta ted as follows, 

D i , t = I i , t - 1 + x i , t "" I i , t 
where i represents end items only. 

The demands for the end items, V^ fc, are obtained di rec t ly 

from the known master production schedule and can be treated as 

constants. 

Relation (4.4) forces the 0-1 v a r i a b l e , Z ( X.. ) f to be 1 

whenever an order is p laced . z( Xifc ) wil l o rd inar i ly have value 

0 due to i t s positive coeff icient in the objective function, 

which is to be minimized. When X.. i s pos i t ive , however, re la t ion 
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(4.4) i s v i o l a t e d unless Z( X f̂c ) i s s e t to value 1. Since the 

la rges t p o s s i b l e value for X.fc a r i s e s when a single o rder placed 

in the f i r s t per iod s a t i s f i e s the e n t i r e T periods of demand 

included in the planning horizon, t h e number M must be a t l eas t 

as large as t h e t o t a l sum of demand over T periods regard less of 

item, so t h a t r e l a t i o n s (4.3) and (4.4) are not v i o l a t e d . 

The non-nega t iv i ty r e l a t i o n s (4.5) and (4.6) are used to 

ensure t h a t a l l demand i s t o be met while maintaining a feas ible 

production schedule . And t h e r e wi l l be no stockouts and backlogs. 

This i s c o n s i s t e n t with c u r r e n t MRP systems. 

The problem represented by r e l a t i o n s (4.1) - (4.6) can be 

solved using mixed in teger programming. The s ize of t h e problem 

depends on both the number of items (N) in a system and the 

number of per iods (T) in t h e planning hor izon. The problem has 

N*T binary i n t ege r v a r i a b l e s ( Z( X ifc ) ) , 2*N*T continuous 

var iab les ( X . and I - t ) . Assuming t h a t the l o t s i zes and 

inventor ies w i l l be large enough to be approximated by rounding 

off t h e i r r e a l number va lues to obta in in teger values , there 

s t i l l a re N*T in teger v a r i a b l e s . This makes integer programming 

computat ionally in feas ib le for ca lcu la t ing optimal l o t s izes for 

a p r a c t i c a l s i t u a t i o n , where N is in the thousands, and T is 

t y p i c a l l y 52 weeks or more. 

Solution time for mixed integer programing problem tends to 

be very h i g h . Our previous computational experience w i t h the MIP 

supports t h i s observa t ion . A se t of problems whose N i s 6 and T 

i s 6 was solved by using MIP. Since obta ining the optimal 

solut ion of an MIP problem about the same s i z e as our problems 
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would r equ i re unexpectedly huge computing time and c o s t s , we had 

t o stop a t some intermediate s tage of computation, t h a t i s , the 

t h i r d in t ege r so lu t ion as in our prel iminary i n v e s t i g a t i o n . 

Computing time needed to obtain the t h i r d in t ege r so lu t i on of MIP 

wi th APEX I I I package on CDC CYBER ranged from 4.9 to 105 CPU 

seconds of execution time { average t ime 33.88 CPU seconds of 

execution time per problem ) . 

4 . 2 The Proposed Heur i s t i c 

The d i r ec t i on taken in our study i s toward the development of 

simple r u l e s that y i e l d near optimal l o t s i z e s , with regard to 

inventory c o s t s , and ye t are computationally p r a c t i c a l for MRP 

systems. Heur is t ic l o t sizing ru les may be well suited for use i n 

MRP systems in tha t they may offer a g r e a t p o s s i b i l i t y of 

computational e f f i c iency without g rea t s a c r i f i c e of so lu t i on 

q u a l i t y . 

Several papers have pursued t h i s d i r ec t ion in previous 

r e sea rch . The most popular approach t o the mu l t i - l eve l l o t 

s i z i n g problem is a sequent ia l app l i c a t i on of a s ingle s t age l o t 

s i z i n g ru l e with a s e t of modified c o s t s that attempt t o account 

f o r the dependence r e l a t i onsh ip between neighboring s t a g e s . New 

(1974) has presented a procedure which s p e c i f i c a l l y acknowledges 

t h e dependency r e l a t i o n s h i p . For the constant demand c a s e , he 

u s e s the not ion of "value added" a t each stage in the system to 

c a l c u l a t e an adjustment factor t o be used in t h e EOQ 

c a l c u l a t i o n s . 

McLaren (1977) , and McLaren and Whybark (1976) developed 
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se tup cost adjustment mechanism to account for the in terdepend-

enc ies among l e v e l s . The se tup cost adjustment mechanism 

a l l o c a t e s a propor t ion of a l l immediate components' se tup cos t t o 

the production of the parent p a r t . The p r o p o r t i o n a l i t y constants 

are r a t i o s of t h e time between orders (TBOs) . Then t h e weighted 

se tup cost i s t h e sum of the parent s e tup cost plus t h e a l loca ted 

p o r t i o n s of i t s immediate components se tup cos t s . I t can be shown 

as 

TBO. 
S.« = S. + X ( i S. ) (4.7) 

1 x j £ B(i) TBO. 3 

where TBO. = / J— (4.8) 
J / n r 

B(i) i s the se t of immediate components of i 

These adjusted setup cos t s are used with single l e v e l l o t 

s i z ing techniques . As the adjustment mechanism was developed for 

the multi-component s ingle paren t type of product s t r u c t u r e , 

problems ar ise when i t i s appl ied to an item that has multiple 

p a r e n t s as in a t y p i c a l product s t ruc tu re in the MRP system. 

Consider a case in which an item k has two p a r e n t s , items i 

and j . Suppose an average demand for pa ren t j , D. , i nc rea se s , 

other things being equal . I t causes the average demand for i t s 

chi ld k , D. , t o increase and t h e time between orders for the 

item, TBO^, to s h r i n k . 

We note from equation (4.7) that t he adjusted s e t u p 
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cos t for p a r e n t i , S^», i n turn, inc reases as TBOk d e c r e a s e s . The 

i n f l a t e d S^» tends to i nc r ea se t h e ca lcu la t ed l o t s i ze for the 

p a r e n t i , even though no th ing has happened t o the item i t s e l f . 

When the planned orders f o r one or more of the o the r pa ren t s of 

i tem k are changed, Ŝ » would change causing lo t s i z e s for the 

p a r e n t i , even when no changes have occurred to pa ren t i . 

Consider a case in which item i i s the only pa ren t in the 

system with mu l t i p l e components ( e . g . k , l , m , . . . , e t c . ) j u s t l i k e 

the s i t u a t i o n for which t h e setup c o s t adjustment mechanism has 

been developed. Suppose EPP ra t ios for the items in the system 

are a l l equal or even c l o s e to each o the r . 

- ! i „ B - * i S - = ~S l -_ - . ! « „ „ . . . e t c . 
C i c k c l cm 

where B(i) i s s e t of ( k , 1, m, . . . e t c . ) . 

In t h i s c a s e , as D^ = Dk = D-^ = Dm = . . . e t c . , from the s i n g l e 

p a r e n t explosion into m u l t i p l e components, t h e r a t i o s between the 

TBOs of parent i and one component item a r e equal t o or c l o s e r t o 

1. Th i s fact causes the adjusted s e t u p cos t for pa ren t i , S. • , t o 

be t h e sum of a l l the components' s e t u p c o s t and i t s own. S.» i s 

most l ike ly i n f l a t e d so t h a t only a s ingle or a few number of 

l a r g e order(s) may be planned without checking whether t h i s 

o rde r plan i s economical systemwise a t a l l . 

These problems with McLaren-Whybark's s e tup c o s t adjustment 

mechanism r e s u l t from t h e way i t was developed. I t was 

o r i g i n a l l y genera ted from product s t r u c t u r e s in which every 
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item in the system has only one parent at most. Further, the 

adjustment mechanism was devised having examined the lot sizing 

patterns of an end item only. They have not checked their 

adjustment mechanism with the lot sizing patterns of component 

items. Thus, these problems imply that this technique is 

inappropriate for multi-parent, multi-component product 

structures which are usual in real MRP settings. 

Blackburn and Millen (1982) proposed the modification based 

on the assumptions of an infinite horizon and constant demand per 

period. They further assumed that the lot size for an item is an 

integer multiple of the lot size for its parent, which is not 

valid for the product structure with common items having multiple 

parents. 

Instead of adjusting cost parameters involved in the problem, 

our proposed study explores ways to revise current schedules 

obtained from applying lot sizing rules to the system. 

A common practice in the production of complex, assembled 

products is to subdivide the final products into assemblies, 

subassemblies, parts, and raw materials, maintaining parent-child 

relationship between adjacent two levels. These assemblies and 

subassemblies are produced on separate production orders 

determined by an MRP system. 

To facilitate our understanding of the proposed heuristic's 

development, consider the following sample problem. 
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Numerical Example 

Product S t ruc tu re 

1 

I 
3 

Cost S t r u c t u r e 

i t e m 

c o s t 1 2 3 4 5 

s e t u p 100 100 100 100 100 

c a r r y i n g 2 . 5 2 . 5 1.0 1.0 1.0 

Demand Pa t t e rn 

period 
i t e m 1 2 3 4 5 6 

1 50 30 60 40 0 80 

2 20 70 10 90 40 30 

Given t h e s e input d a t a , we can develop a s e t of MRP s c h e d u l e s 

applying a s i n g l e level l o t s i z ing rule s e q u e n t i a l l y t o a l l t h e 

items residing i n the system. 

When our Modififed Economic Order Quant i ty model i s chosen as 

a ru le for the s e q u e n t i a l app l ica t ion to t h e items in the system, 

the MRP schedules for t h e system would look as given below. 

I 
I 
3 



www.manaraa.com

51 

ITEM 1 

per iod 1 2 3 4 5 6 

GR 
OHI 
POR 

50 
30 
80 

30 60 

60 

40 

40 

0 80 

80 

ITEM 2 

GR 
OHI 
POR 

20 

20 

70 
10 
80 

10 90 

90 

40 
30 
70 

30 

ITEM 3 

GR 
OHI 
POR 

100 
80 

180 

80 60 

60 

130 
70 

200 

70 80 

80 

ITEM 4 

GR 
OHI 
POR 

80 

80 

60 
40 

100 

40 80 

80 

ITEM 5 

GR 
OHI 
POR 

20 
80 

100 

80 90 
70 

160 

70 

Legend: 

GR : Gross requirements Carrying Cost = $ 515 

OHI: On hand inventory Setup Cost = 1700 

POR: Planned order r e l ea se Total Cost = 2215 
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Examine the schedule for item 3 for a moment. In period 1, a 

planned order of 180 units of item is .eleaseu and is scheduled 

to arrive in the same period ( as we assume that lead time is 

zero). Out of these 180 units, 100 units are assembled together 

with item 4 and 5 into item 1 and 2 respectively, and 80 units 

are stored for later use in assemblying item 2 in period 2. The 

gross requirement of 180 units for item 3 is a combination of 

orders of 100 units from both items 1 and 2, and 80 units from 

single source, item 2. If we combine these two separate orders 

and assemble all 180 units into items 1 and 2 in period 1, 80 

units of item 3 inventory and the same amount of item 5 

inventory, will be moved up to the level of item 2 and stored as 

item 2 inventory in period 1. Furthermore, we release one 

combined order of 100 units for item 2 in period 1. 

Then we could save $160 of inventory carrying cost ( $ 80 for 

item 3 and $ 80 for item 5 ) and $ 100 of setup cost for item 2 

while incurring $ 200 of new inventory carrying cost ( 80 units X 

$ 2.5 for item 2 ). Net savings from this combination of separate 

orders run $ 60. A series of similar decision making on 

combination of orders can be made in period 4 for item 3 and in 

period 3 for item 4. 

After we finish revising the current MEOQ schedule, a new 

schedule is generated as follows, 
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ITEM 1 

period 1 2 3 4 5 6 

GR 
OHI 
POR 

50 
30 
80 

30 60 
40 
100 

40 0 80 

80 

ITEM 2 

GR 
OHI 
POR 

20 
80 

100 

70 
10 

10 90 
70 
160 

40 
30 

30 

ITEM 3 

GR 
OHI 
POR 

180 
80 
180 

100 

100 

160 

160 

80 

80 

ITEM 4 

GR 
OHI 
POR 

80 

80 

100 

100 

80 

80 

ITEM 5 

GR 
OHI 
POR 

100 

100 

160 

160 

Legend: 

GR : Gross requirements Carrying Cost = $ 650 

OHI: On hand inventory Setup Cost = 1400 

POR: Planned order release Total Cost = 2050 
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Total inventory cost for the revised schedule is $ 2050, while 

total cost for MEOQ model is $ 2215. Net savings from this 

modification are $ 165. This modified schedule coincides with the 

ninth integer solution from mixed integer programming formulation 

which took more than 20 CPU seconds of execution time. 

We may note that when an order is partially assembled and 

partially stored, making decisions on whether or not to combine 

this entire order offers a great opportunity for savings in total 

inventory cost. For a particular order, if we combine the entire 

order, we can save holding cost for the units which otherwise 

would be stored for later use in parent assemblies and the setup 

cost for i ts parent item while incurring holding cost for the 

units as i ts parents. Here the trade-off is between the setup 

cost for the parent and the echelon holding cost between the 

parent and child, and the ratio between the two costs is shown as 

follows, 

S 
EPP-ML = E (4.9) 

C - C. P i 

where S : Setup cost for the parent 

C : Carrying cost for the parent 
ST 

Ci : Carrying cost for the child i . 

Echelon holding cost is defined in Clark and Scarf (1960) as 

incremental costs that are added to the component inventory 

carrying costs, as the manufacturing process moves to 

successively higher levels. Thus, for any item, the inventory 
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carrying costs wi l l be the sum of the carrying costs for i t s 

immediate component items and i t s echelon cost . This implies t h a t 

the carrying costs for an item are at l e a s t equal to the sum of 

the carrying costs for i t s immediate components. 

The EPP-ML r a t i o indicates the quanti ty of the inventory 

item which, if we process inventory stored on a component level 

to i t s immediate parent level and save one setup for the parent , 

would r e su l t in net savings equal to zero. 

Therefore, if a schedule includes an inventory of which the 

quantity i s less than EPP-ML r a t i o , we can save some inventory 

costs by making a decision on the combination of the orders. 

Positive net savings can be obtained in the range of quantity 

from one up to EPP-ML value for the items involved. 

If savings from combination is greater than additional 

carrying cost incurred, we can combine separate subassembly 

orders and can save the di f ference. Implementing the logic of 

our recursive algorithm, combination of orders saves one or more 

setups for immediate parent(s) and eliminates stocking of child 

items while causing stocking of parent items instead, with 

additional echelon holding cost incurred. Besides the savings in 

inventory cost , combining assemblies and/or subassemblies orders 

will reduce or simplify paperwork as i t reduces or eliminates the 

preparation, tracking and costing of production orders for those 

assemblies or subassemblies. 

Our proposed recursion algorithm mainly consists of two 

phases, one in which a single item lot s iz ing rule sequential ly 

schedules each s tage and the other in which the current schedule 
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i s revised following the log ic descr ibed above. This process i s 

executed s tage by s t age , and level by l e v e l . Deta i led d e s c r i p t i o n 

o f our h e u r i s t i c is p resen ted below. 

Step 1 . Scheduling 

Schedule i t h leve l items ( i = 1 , 2 , . . . , L ) using a 

s i ng l e item l o t sizing ru le chosen. 

Step 2 . Explosion 

Explode these in to the immediate lower l eve l items 

( i . e . , i+1 s t level ) 

Step 3 . Recursion 

3 .1 Decide the sequence, according to r u l e s below, by which 

recursion ( dec i s ion making for combination ) 

procedures a r e executed in the l e v e l . 

3 .1 .1 The most commonly used i tem, i . e . , the i tem which 

has the most parents in the l eve l has a higher 

p r i o r i t y . 

Revising t h e schedule of the most commonly used item 

tends to have a l a rger impact on t h e schedules of 

t he other i tems in the system. 

3.1.2 The item whose requirement schedule contains more 

periods of p o s i t i v e requirement, which i s less than 

the i tem's EPP, has a higher p r i o r i t y . 

The more pe r iods of p o s i t i v e requirement , which i s 

l e s s than t h e i tem's EPP, the schedule of a c e r t a i n 

item has , t h e more per iods the schedule i s l i k e l y 

t o carry i tems in inven tory . Thus, there are more 

time per iods in which we can make a decis ion to 



www.manaraa.com

57 

combine orders . 

3.1.3 On the occasion of t i e , compare their EPP-ML ra t io 

vectors. For each item, EPP-ML ratio vector i s 

generated by l i s t i n g EPP-ML ra t ios in decreasing 

order. For the purpose of comparison, we may need to 

enlarge vectors which contain less elements by 

f i l l ing with as many zeroes as needed. 

The item whose vector is lexicographically greater 

than the other vectors has higher p r i o r i t y . 

A bigger element ( EPP-ML r a t i o ) in the vector 

indicates that the range, in which net savings are 

realized from revising the current schedule, i s 

rather wide and the chance t o achieve positive net 

savings i s higher in a wider range than in a 

narrower one. Furthermore, in the case of equal 

quanti t ies in inventory, net savings are greater 

with a bigger EPP-ML rat io than with a smaller one. 

3.1.4 In the case of a t i e , the highest numbered item has 

higher p r i o r i t y . ( This is an arbi t rary rule.) 

3.2 Lot sizing is performed on the k th item in the 

sequence decided in s tep 3 .1 . ( k = l , 2 , . . . , n , where 

n i s number of items on the l eve l . ) 

3.3 Make a set of decis ions , according to s teps below, 

on the schedule for the k th item whether to combine 

or not throughout planning horizon. 

3.3.1 Search for a period, t , into which inventory i s 

carr ied. 
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3 . 3 . 2 For t h e t t h period, compute net sav ings t h a t can 

be r e a l i z e d due to combining o r d e r s by examining 

the t t h per iod schedules for i t s immediate p a r e n t s 

and/or these paren t s ' immediate components ( i . e . , 

items r e s i d i n g on the same l eve l , i , as t he k th 

item. 

3 . 3 . 3 If net sav ings are p o s i t i v e , reschedule items 

involved accordingly . 

If net sav ings are n e g a t i v e , go back to s t e p 3 . 3 . 1 . 

3 .4 Set k = k + 1 . 

I s k g r e a t e r than n ? 

No. Go t o Step 3 .5 . 

Yes. Set i = i + 1 . 

I s i g rea t e r t han L ? 

No. Return t o Step 1. 

Yes. Stop. 

3 .5 Explode t h e immediate p a r e n t s ( l e v e l i ) i n t o the 

k th item in t h e sequence and re tu rn t o Step 3 . 2 . 

This recursion mechanism captures both the product s t r u c t u r e , 

demand p a t t e r n and c o s t information contained i n the m u l t i - l e v e l 

problem. Furthermore, s i nce our r e cu r s ion a lgo r i thm can be used 

with a l l s ingle l e v e l l o t s i z i ng rules, t h e logic and 

computational e f f i c iency of c u r r e n t MRP sys tems can be 

maintained. 
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4.3 Experimental Investigation 

Research Methodology 

Assumptions to be made during this study are as follows: 

(1) Since the component requirements are aggregated by time period 

for planning purposes, we assume that all of the requirements for 

each period must be available at the beginning period. 

(2) All of the requirements for a given period must be met and 

cannot be backordered. 

(3) The ordering decisions are assumed to occur at regular time 

intervals, namely, weekly. 

(4) The orders which are placed at the beginning of a period, are 

assumed to be available in time to meet the requirements for that 

period. This assumption of zero production lead time is not very 

restrictive, however, since once the ordering decisions are made, 

they can be offset to allow for the production lead time. 

(5) We assume that the components are withdrawn from inventory at 

once. Therefore the ending inventory level will be used in 

computing the inventory carrying cost. 

First we formulated a mathematical model for the 

multi-level lot sizing problem. The model is in the form of 

mixed integer programming and will yield an optimal solution. 

Although it may produce an optimal solution, it may require 

huge amount of computational time as well as central memory. 

Therefore, use of the model in practice may be considered 

computationally infeasible, but provides a benchmark with 

which proposed heuristics can be compared. 
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In order t o evaluate our proposed heur is t ic over as broad 

a s e t of sample problems as poss ib le , the following major 

factors are var ied: (1) product s t ructure in terms of number of 

l e v e l s ; (2) demand pa t te rns ( master schedule ) for the finished 

products in t he s t ruc tu re ; and (3) degree of commonality ( as 

defined in Col l ier (1981) ) of t h e s t ruc ture . 

Lot Sizing Techniques 

The f i r s t phase of the study wi l l examine the cost 

performances between our proposed recursive algorithm operated 

together with single l eve l lot s i z ing heur is t ics and when our 

recursive heur i s t i c is not operated. The following five l o t 

s iz ing techniques, MEOQ, MPOQ, MLTC, Silver-Meal, 

Wagner-Whitin, will be operated. 

Product Structure ( Number of Levels) 

Product s t ruc ture re fe rs to the hierarchical processing 

pa t te rn of p a r t s and components from raw materials to the 

finished products. In the experiment, we create and 

use several product s t ruc tures which are different mainly 

in terms of number of levels in the s t r u c t u r e . This study 

wil l cover problems ranging from three t o four levels ( see 

appendix I.) 

Demand Pat tern ( Master Schedule ) 

One of the problem cha rac t e r i s t i c s is the demand pa t t e rn , 

that i s , the master schedule for the finished products, which 
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t h a t i s , t h e master schedule for the f i n i s h e d p r o d u c t s , which 

g ives the scheduled produc t ion for each per iod. The v a r i a b i l i t y 

of master schedule demand i s measured by the c o e f f i c i e n t of 

va r i a t ion ( Cy ) which is def ined as demand standard devia t ion 

divided by mean demand. Prev ious s t u d i e s have adopted d i f f e ren t 

s e t s with d i f f e r e n t values f o r C . Hoo Gon Choi e t a l . (1984) 

used several values of Cy ranging from 0 ( constant demand ) to 

0 . 6 1 . Wemmerlov (1982) and Biggs e t a l . (1976) s e t the 

t h e o r e t i c a l C y values to 0 . 1 5 , 0 .58, and 1.14 in order to 

represent t h r e e d i f fe ren t demand p a t t e r n s . McLaren (1977) chose 

f i v e values for master schedule v a r i a b i l i t y with C values of 

0 . 3 , 0.7, 1 . 0 , 2 . 0 , 3 .0 . The l a t t e r two high values represent 

extreme v a r i a t i o n s or "lumpiness" in t h e master schedule in t h a t 

t h e i r expected mean time between demands are 3.75 and 7.50, 

r e s p e c t i v e l y . The t h e o r e t i c a l Cv values for th i s s t u d y wil l be 

s e t to 0 .3 , and 1.0 in order t o r ep resen t two d i f f e r e n t , but 

r e l a t i v e l y r e a l i s t i c demand p a t t e r n s . 

Degree of Commonality 

I t is common p rac t i ce t h a t an i t em ( assembly, subassembly, 

p a r t s , raw m a t e r i a l ) i s used in d i f f e r n t places to be assembled 

i n t o higher l e v e l i tems. Common usage of an item by severa l 

pa ren t i tems, complicates t h e explosion process ( t h e computation 

of requirements for the lower level i t e m s ) in MRP sys tems. 

Common usage of items in a manufacturing environment implies 

d e f i n i t e l y a reduct ion in t h e number of items in t h e inventory 

system, and p o s s i b l y a r educ t ion in t h e t o t a l investment in 
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inventory . 

A measure used for d i f f e r e n t l e v e l s of common usage i s t h e 

degree of commonality as defined by C o l l i e r . 

d+i 
* P i j= i+ l 3 

DC = ( 4 .8 ) 

where P. = the number of immediate paren ts t h a t component j 

has over a se t of end items or product s t r u c t u r e 

l eve l s 

d = the number of d i s t i n c t i v e components in the s e t of 

end items or product s t r u c t u r e l e v e l s 

i = the number of end i tems or the number of h ighes t 

l e v e l pa ren t items fo r the product s t r u c t u r e l e v e l s 

E = the t o t a l number of immediate p a r e n t s for a l l 

d i s t i n c t component p a r t s over a s e t of end i tems or 

product s t r u c t u r e l e v e l s 

The lower bound on degree of commonality i s o n e , which occu r s 

in the c a s e where there i s no common item used in t h e whole 

system. The upper bound, on the o t h e r hand, i s E, which occurs 

when on ly one component i s used for the production of a l l end 

products in the system. 

d+i 
E = £ P. 

3=i+l J 

DC r e f l e c t s the average number of common pa ren t items 

per d i s t i n c t component p a r t and c h a r a c t e r i z e s d i f f e r e n t 
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s t r u c t u r e s of p r o d u c t s . Co l l i e r c l a s s i f i e d DC of one as ze ro 

commonality, DC of 1.5 as low, DC of 2.0 as medium, and f i n a l l y 

DC of 2.5 as high commonality. Thus, several d i f f e r e n t degrees of 

commonality, ranging from zero t o high commonality ( 1.0 ( = 

zero commonality), 1 . 5 , 2 .0 , and 2 .5 ) wi l l be examined in 

the experiment . 

Cost Parameter 

This s tudy uses the concept of echelon s tock introduced by 

Clark and Scarf (1960) , where the echelon s tock for an i tem is 

defined as the t o t a l inventory in stock for t h e i tem, regard less 

of i t s l o c a t i o n , t h a t i s , whether i t ex i s t s as i t s e l f and i s 

i d e n t i f i e d as the p a r t i c u l a r i t em, or as a p a r t assembled in to 

higher l e v e l assembl ies . Corresponding to t h i s concept , t h e 

echelon holding c o s t s are defined as incremental cos ts t h a t are 

added t o the component inven tory carrying c o s t s , as t h e 

manufacturing p rocess moves t o success ive ly h igher l e v e l s . Thus, 

for any i t em, the inventory holding costs a r e t h e sum of t h e 

holding c o s t s for i t s immediate component i tems and i t s echelon 

holding c o s t s . 

In generat ing t h e t e s t problems, we se t C ( carrying c o s t per 

u n i t per period ) = .3 for a l l raw ma te r i a l s ; for the h igher 

l eve l i t e m s , we s e t C.= e,- + Z CA where B(i) i s t h e se t of 
1 X j 6 B ( i ) 3 

immediate components of i and e^, t h e echelon holding c o s t for 

item i , i s se lec ted from a uniform d i s t r i b u t i o n with va lues e.= 

0 . 1 , 0 . 2 , 0.3 for t h e next higher l e v e l , e i = 0 . 2 , 0 . 3 , 0.4 for 

the next higher l e v e l , and e..= 0 . 2 , 0 .4 , 0.6 for the h i g h e s t 
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leve l , respect ively. We computed S^ ( setup cost ) from 

S^ = EPP̂  * Ĉ  with EPP^ selected from a uniform dis t r ibut ion 

with values EPP.= 50, 70, 90, 120. 

The major objectives of the experiment are to evaluate the 

solution qual i ty and computational efficiency of the proposed lot 

sizing h e u r i s t i c , i . e . , the recursion algorithm. 

Solution quality for the comparison of t reatments , i . e . , our 

proposed recursion algorithm and McLaren-Whybark setup cost 

adjustment algorithm, i s measured in terms of t he percent 

deviation from control treatment, tha t i s , or ig inal s ingle level 

rule solution cost. Each lot s iz ing rule under a treatment, 

different from the cont ro l treatment, i s compared to i t s 

counterpart under the control treatment. 

Heuristic solution cost Control group 
under treatment - heur i s t i c solut ion cost 

. x 100 
Control group heur is t ic solution cos t 

The f ive measures of solut ion quality from the five 

l o t sizing rules with each treatment are averaged out and the 

average represents the overall solution qual i ty for a 

treatment group for a t e s t problem. 

Solution quality for the comparison of heur i s t i c rules i s 

measured in terms of the percent deviation from a cer ta in base 

solution c o s t , i . e . , bas ic single level W-W solu t ion . 

Heuristic solution cost - Basic W-W solut ion cost 
x 100 

Basic W-W solution cost 
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Computational efficiency for the comparison of treatments i s 

measured in terms of the percent deviation from the base solution 

time ( control treatment ) . Each lot sizing rule with a 

treatment, different from the control treatment, is compared to 

i t s counterpart with the control treatment. 

Heuristic solution time Control group 
under treatment - heu r i s t i c solution time 

x 100 
Control group heur is t ic solution time 

The five measures of solution efficiency from the five lo t 

sizing ru les are averaged out and the average represents overall 

solution efficiency for a treatment group for a t e s t problem. 

Computing efficiency for the comparison of lo t sizing rules 

i s measured in terms of average elapsed computing time for a 

sample problem. 

The vehicle for the experiment is the computer simulation. 

This simulation program is designed to duplicate the major 

functions of an MRP system, and can allow us to systematically 

vary the experimental factors ( see Appendix I I ) . 

The MRP simulation model is designed to perform similar major 

functions of an MRP system, such as input of cost data , the b i l l s 

of mater ia ls , generation of master schedule, exploding process, 

lot s i z ing , and cos t accounting. Since our primary concern, 

however, i s lo t s i z ing , the elapsed computing time measure is for 

the lot s izing and recursion function only. 

The simulation model developed here can be c lass i f ied as a 

terminating simulation ( even though the real system is 
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non-terminating ) , since the l o t sizing will stop a t the end of 

the planning horizon. Two repl icat ions of 52 period demand 

pattern w i l l be made for each Cy level . Furthermore, to provide 

identical conditions in terms of demands under which a l l lot 

sizing ru l e s operate for each combination of fac tor l eve l s , we 

will use common random number ( CRN ) s t r i n g s . This approach is 

probably t h e most widely used variance reduction technique in 

practice, due to i t s simplicity and in tu i t ive appeal . 

Since we are concerned with the re la t ive overa l l solution 

quality and computational efficiency among the t h r e e treatments, 

i . e . , recursion algorithm, McLaren-Whybark algorithm (M-W) and 

original single l e v e l rule ( control group ) , two primary 

hypotheses are made which may be tes ted s t a t i s t i c a l l y . 

The f i r s t hypothesis would t e s t whether there a r e no 

differences among t h e three treatments in terms of solution 

quality, i . e . , cost performance. The second one would test the 

differences among t h e treatments in terms of computational 

efficiency. Each treatment i s applied together wi th the same 

five different single level l o t sizing r u l e s , namely MEOQ, MPOQ, 

MLTC, S-M, and W-W. The average of the five ru l e s ' performance 

represents the overal l performance of each treatment for one t es t 

problem. 

Also, a s we are concerned with the re la t ive overa l l solut ion 

quality and computational efficiency among the f i f teen heur i s t i c 

procedures that are combination of the three treatments and the 

five single level l o t sizing ru les chosen for th i s study, two 

primary hypotheses a r e made which may be tested s t a t i s t i c a l l y . 
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They would examine whether there are any differences among the 

f if teen lot sizing techniques in terms of cost performance and 

computing t ime , respect ively. When compared in terms of cost 

performance, each r u l e ' s performance is measured in terms of the 

percent deviation from the basic W-W solution cost . On the other 

hand, when compared in terms of computational efficiency, each 

r u l e ' s performance i s measured in terms of elapsed computing time 

for a test problem. 

To examine the above four hypotheses, multiple comparison 

t e s t s are used to rank the cost performances or computational 

ef for ts required of the treatments and the lot sizing heur i s t i c s . 

They will a l so group treatments or rules for which there is no 

significant differences in cost performances or computational 

efficiency. 

Another area for tes t ing involves the factor effects on cost 

performance for a given treatment. Three specific hypotheses are 

made which may be t e s t ed s t a t i s t i c a l l y . The three hypotheses t e s t 

whether the number of levels in a product s t ruc ture , the degree 

of commonality in a product s t ruc ture , and the master schedule C 

have any ef fec ts on the treatment in terms of cost performance. 

The computational resul ts and analysis of the formal 

simulation experiment are presented in the next chapter. 
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Chapter 5 

Experimental Results 

Chapter 4 introduced a methodlogy for evaluating the solution 

quality and computational efficiency of heuristic multi-level lot 

sizing techniques. The vehicle for this experimental comparison 

study is a computerized MRP simulation model. The model was 

designed to perform the major functions of a typical MRP system, 

and is flexible with respect to the input of various product cost 

data, product structure configuration, and master schedule 

demands, which determine a test problem. Therefore, lot sizing 

heuristics can be evaluated across a wide variety of sample 

problems. 

This chapter presents the results of the computer simulation 

experiment. The procedure used for analysis is described in the 

first section. The second section presents the test results of 

proposed hypotheses. Finally, conclusions from the research 

experiment are presented in the last section. 

5.1 Analysis Methodology 

Our experimental design is full factorial design with the 

four problem factors, i.e., product structure levels, degrees of 

commonality, master schedule Cv, and treatments ( single level 

rules equipped with recursion algorithm, original single level 

rules, single level rules equipped with McLaren-Whybark setup 

cost adjustment mechanism ) taking on two, four, two, and three 
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l e v e l s , r e s p e c t i v e l y . Each combination of factor l e v e l s has two 

r e p l i c a t i o n s . Futhermore, one sample problem is solved by f ive 

s i n g l e level l o t s i z ing procedures (MEOQ, MPOQ, MLTC, S-M, W-W). 

Thus , there a r e a t o t a l of 2 x 4 x 2 x 3 x 2 x 5 = 480 

o b s e r v a t i o n s . 

Since our major concern for t h i s s tudy i s so lu t i on qua l i t y 

and computational e f f i c i ency , two c r i t e r i a were used to measure 

t h e performance of the t rea tments and l o t s iz ing r u l e s : (1) t o t a l 

inventory c o s t s ; and (2) the computa t ional time requirements . 

However, s i nce the number of i t ems varied for d i f f e r e n t problems, 

ranging from a low of 7 d i s t i n c t i v e i tems to 3 0 items, t h e 

r e s u l t i n g t o t a l inventory costs a l s o va r ied from $ 145,036 to 

$ 656,456. Hence, in order to g i v e an equal weight to each 

obse rva t ion , when comparing the t r e a t m e n t s and the l o t s iz ing 

t e c h i n i q u e s , t h e t o t a l inventory c o s t s had t o be normal ized. When 

comparing t h e t r ea tmen t s , each basic s i n g l e level rule under 

c o n t r o l t rea tment i s used as t h e basis for comparing i t s 

coun te rpa r t s under o t h e r t r e a t m e n t s . When comparing the l o t 

s i z i n g h e u r i s t i c s , t he s ingle l e v e l Wagner-Whitin a lgor i thm (WW) 

i s used as t h e basis fo r comparing the l o t sizing t echn iques for 

one t e s t problem. 

The o ther c r i t e r i o n , measured in CPU seconds, is the 

computing t ime required for determining t h e order schedules for 

a l l items in t h e system. However, the computational time v a r i e s 

d r a s t i c a l l y wi th d i f f e r e n t lo t s i z i n g r u l e s , e s p e c i a l l y between 

W-W and other h e u r i s t i c s , ranging from a low of .003 seconds wi th 

s imple rules such as b a s i c MEOQ, MLTC t o .227 seconds with W-W 
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equipped with recursion algorithm for the same sample problem. 

Thus, when comparing the treatments, the computing time has to be 

normalized. Computing time for each rule under control treatment 

is used as the basis for comparing the solution efficiency of its 

counterparts under different treatments. When comparing the 

individual lot sizing techniques, the elapsed computing time in 

CPU seconds for the techniques are used. 

The experimental hypotheses of Chapter 4 examine the overall 

and factor level effects on the cost performances and 

computational efficiency, and are summarized in Fig. 5.1. Since 

the replication runs varying the demands in the master schedules 

introduce a random effect to the experiment, the experimental 

hypotheses may be statistically tested. 

The use of percentage value as a measure for cost performance 

enables us to use standard parametric ANOVA tests on the cost 

performance data, as its values are normally distributed and 

have generally equal variances. However, computational efficiency 

measures, regardless of whether they are presented in absolute or 

relative terms, are genarally not normally distributed and are 

bimodal. Subsequent transformation of efficiency data could not 

correct the situation. Therefore, the nonparametric procedure 

suggested by Taylor ( McLaren (1977) ) is used for the test on 

efficiency data. 

To examine the hypotheses Hj and H 3, Tukey's studentized 

range test, which is multiple group means comparison test 

The SAS statistical package was used for applying ANOVA 
procedures. 
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H, : There is no difference among the three treatments; 
treatment 1: our proposed recursion algorithm; 
treatment 2: McLaren-Whybark's setup cos t adjustment; 
treatment 3: the basic single level ru les without 

recursion algorithm; 
in terms of solution quality ( cost performance ) . 

H, : There is no difference among the three treatments; 
treatment 1: our proposed recursion algorithm; 
treatment 2: McLaren-Whybark' s setup cos t adjustment; 
treatment 3: the bas ic single level ru les without 

recursion algorithm; 
in terms of computational efficiency (computing t i m e ) . 

Hg : There is no difference between the 15 l o t sizing 
heu r i s t i c s ; 
treatment 1 ru les : 5 l o t s i t i n g rules ( MEOQ, MPOQ, 

MLTC, S-M, WW ) equipped with our proposed recursion 
algorithm; 

treatment 2 ru les : t he same 5 l o t s izing rules with 
McLaren-Whybark's setup cost adjustment mechanism; 

treatment 3 ru les : t h e same 5 l o t s izing rules without 
recursion algorithm; 

in terms of solution quality ( cost performance ) . 

H. : There is no difference between t h e 15 l o t sizing 
heu r i s t i c s ; 
treatment 1 ru les : 5 lo t s iz ing rules ( MEOQ, MPOQ, 

MLTC, S-M, WW ) equipped with our proposed recursion 
algorithm; 

treatment 2 ru les : t he same 5 l o t sizing rules with 
McLaren-Whybark's setup cost adjustment mechanism; 

treatment 3 ru les : t he same 5 l o t s izing rules without 
recursion algorithm; 

in terms of computational efficiency (computing t i m e ) . 

He : Number of levels in the product s t ruc ture has no e f fec t 
on the treatment in terms of cos t performance. 

Hg : Degrees of commonality in the product s t ruc tu re have no 
effect on the treatment in terms of cos t performance. 

H~ : Master schedule v a r i a b i l i t y ( C ) has no effect on t h e 
treatment in terms of cost performance. 

Figure 5 .1 Experimental Hypotheses 
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provided as an option in ANOVA procedure, is used to rank the 

cost performances of t h e treatment and the l o t sizing heur i s t ics 

and t o group those r u l e s for which there is no significant 

difference i n cost performances. To examine the hypotheses H«, 

and H., a pos ter ior i contrast multiple comparison t e s t — devised 

for a data s e t which does not f i t for ANOVA t e s t s — i s used t o 

rank the computational efforts required of the treatments and the 

lot sizing heur i s t i cs and to group those rules for which there i s 

no s ign i f i can t difference in computational eff ic iency. To examine 

the hypotheses H5, Hg , and H?, standard parametric ANOVA tes t s 

are used. 

5.2 Overall Results and Testing of Experimental Hypotheses 

For each of the t h r e e treatments, there a re solut ion qua l i ty 

and computational efficiency measures for each test problem. 

Table 5.1 and 5.2 show the overall and marginal cost performance 

means and computing t ime means for the treatments, respec t ive ly . 

Marginal means are obtained for each factor level by holding t h a t 

factor level constant and calculating the mean cost performance 

for a l l other observations. Detailed analyses of these two 

t ab les are presented i n subsequent sect ions. 

H, Test 

Table 5.3 highlights the ranked overall solution quality for 

a l l three treatments from Table 5 . 1 . Due to the usage of 

percentage va lue , the sample means are normally dis t r ibuted, and 
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Table 5.1 

OVERALL AND MARGINAL MEAN COST PERFORMANCE 
TREATMENT COMPARISON 

n 

Overall 32 

Product 
Structure 

3levels 16 

41evels 16 

Degree of 
Commonality 

Zero 8 

Low 8 

Medium 8 

High 8 • 

Master 
Schedule Cv 

0.3 16 -

1.0 16 

Treatment 1 

Mean 

-7.612 

-6.366 

-8.858 

-3.778 

-7.296 

-7.913 

-11.460 

-10.335 

-4.888 

Standard 
Deviation 

4.843 

4.232 

5.220 

1.303 

4.407 

4.560 

5.293 

4.756 

3.166 

Treatment 2 

Mean 

-3.808 

-1.792 

-5.826 

-7.195 

-6.130 

-1.150 

-0.758 

-5.470 

-2.147 

Standard 
Deviation 

4.606 

5.713 

2.899 

1.653 

3.267 

2.070 

6.190 

4.446 

4.266 

Treatment 3 
(Control Group) 

Mean 

0 

0 

0 

0 

0 

0 

0 

0 

0 

Standard 
Deviation 

0 

0 

0 

0 

0 

0 

0 

0 

0 

Treatment 1 : Recursion Algorithm 

Treatment 2 : McLaren-Whybark Setup Cost Adjustment 

Treatment 3 : Basic Single Level Rule Only 

n = number of observations 
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Table 5 . 2 

OVERALL AND MARGINAL MEAN COMPUTATIONAL EFFICIENCY 
TREATMENT COMPARISON 

n 

O v e r a l l 32 

P r o d u c t 
S t r u c t u r e 

3 L e v e l 16 

4 L e v e l 16 

Degree of 
Commonality 

Zero 8 

Low 8 

Medium 8 

High 8 

Master 
Schedu le C 

0.3 16 

1.0 16 

Treatment 1 

Mean 

165.43 

152.17 

178.69 

127.25 

163 .51 

182.70 

188.27 

181.56 

149.30 

S t a n d a r d 
D e v i a t i o n 

40 .47 

3 9 . 4 8 

3 8 . 1 0 

2 3 . 7 6 

35 .66 

42 .06 

3 2 . 2 8 

3 5 . 9 9 

3 9 . 1 7 

Trea tment 2 

Mean 

- 3 . 8 3 

- 4 . 5 5 

- 3 . 1 0 

4 . 3 3 

- 6 . 7 1 

- 6 . 8 2 

- 6 . 1 1 

- 3 . 3 6 

- 4 . 3 0 

S tandard 
D e v i a t i o n 

10 .62 

11 .92 

9 . 4 8 

8 .70 

10 .14 

5 .56 

1 3 . 7 1 

1 0 . 0 3 

11 .49 

Trea tmen t 3 
( c o n t r o l group ) 

Mean 

0 

0 

0 

0 

0 

0 

0 

0 

0 

S tandard 
D e v i a t i o n 

0 

0 

0 

0 

0 

0 

0 

0 

0 

T rea tmen t 1 : R e c u r s i o n Algo r i t hm 

Trea tmen t 2 : McLaren-Whybark S e t u p Cos t Adjustment 

T rea tmen t 3 : Bas ic S i n g l e Leve l Rule Only 

n = number of o b s e r v a t i o n s 
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f i t an ANOVA model w e l l . T h u s , Tukey ' s s t u d e n t i z e d range t e s t , 

which i s provides a s an o p t i o n for mean comparison t e s t in t h e 

ANOVA p r o c e d u r e , i s used t o rank the t r e a t m e n t s in terms of c o s t 

p e r f o r m a n c e . Th i s t e s t c o n t r o l s the t y p e I expe r imen twi se e r r o r 

r a t e , i n s t e a d of c o n t r o l l i n g t h e type I compar i sonwise e r r o r r a t e 

l i k e t h e t t e s t d o e s . I t s h o u l d be n o t e d t h a t t h e r e i s no 

s i g n i f i c a n t d i f f e r e n c e i n means between any two g r o u p s be long ing 

t o t h e same s u b s e t a t some p r e s c r i b e d s i g n i f i c a n c e l e v e l , o<. 

Tab le 5.3 

TUKEY'S STUDENTIZED RANGE TEST 
FOR COST PERFORMANCE 
TREATMENT COMPARISON 

Subse t 

1 

2 

3 

Trea tments 

Trea tment 1 

Trea tment 2 

Trea tment 3 

Mean 

-7.612 

-3 .808 

0.0 

S t a n d a r d 
D e v i a t i o n 

4.843 

4.606 

0.0 

Minimum 
Value 

- 1 8 . 1 9 

- 1 0 . 3 2 

0 . 0 

Maximum 
Va lue 

- 2 . 0 1 

7 . 6 6 

0 .0 

T a b l e 5.3 a l s o shows t h e r e s u l t s o f t h e T u k e y ' s s t u d e n t i z e d 

range t e s t for t h e t r e a t m e n t s for o< = 0 . 0 5 . We n o t e t h a t H, must 

be r e j e c t e d . The re i s a s i g n i f i c a n t d i f f e r e n c e among the t h r e e 

t r e a t m e n t s ' c o s t pe r fo rmance a t the ci = 0.05 l e v e l . These v a l u e s 

a r e b a s e d on an a v e r a g e of c o s t performances of f i v e l o t s i z i n g 

r u l e s f o r one sample p r o b l e m . Actual t s t a t i s t i c s and p - v a l u e s 

o b t a i n e d from a s e t of p a i r w i s e t t e s t i s shown in Table 5 . 4 . 
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Table 5.4 

T STATISTICS AND P-VALUES 

Treatment Comparison t s t a t i s t i c p-value 

2 v s . 1 6.505 < 0.001 

3 v s . 2 6.514 < 0.001 

General ly speaking , Treatment 1 appears to outperform Treatment 3 

most of the t imes ; the maximum value of t reatment 1 i s s t i l l 

n e g a t i v e , while t h e maximum value of Treatment 2 i s well above 0. 

H0 Test 

Table 5.5 h igh l igh ts t h e ranked o v e r a l l so lu t ion e f f ic iency 

for a l l t h r ee t reatments from Table 5 . 2 . The da ta s e t of 

s o l u t i o n e f f i c i ency has bimodal d i s t r i b u t i o n and could not f i t an 

ANOVA model even with t ransformat ion. Thus, Tukey's s tudent ized 

range t e s t cannot be used t o rank the t rea tments in terms of 

computing e f f i c i e n c y . I n s t e a d , Taylor ' s mul t iple comparison t e s t , 

which was designed to perform comparison t e s t s on data with 

unequal group var iances , may be used. The Taylor procedure i s 

based on the concept of m u l t i p l e confidence i n t e r v a l s for ranked 

group means, using a s ign i f icance l e v e l , of', modified to provide 

an experimentwise error r a t e d. ( 1 - ct' ) confidence i n t e r v a l s 

a re constructed around each group mean. All those groups having 

over laps in confidence i n t e r v a l s are c l a s s i f i e d i n to a s u b s e t . 
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The i n t e r p r e t a t i o n of a s u b s e t i s t h a t t h e group means w i t h i n t h e 

s u b s e t do n o t d i f f e r by more than a p r e s c r i b e d l e v e l of 

c o n f i d e n c e , and t h a t t h e g r o u p means between s u b s e t s do d i f f e r by 

m o r e than t h e p r e s c r i b e d l e v e l . The l e v e l #' i s o b t a i n e d as &/ k , 

w h e r e k i s t h e number of t h e group means and ( 1 - d ) i s t h e 

c o n f i d e n c e l e v e l for t h e e n t i r e e x p e r i m e n t . 

Table 5.5 

TUKEY'S STUDENTIZED RANGE TEST 
FOR COMPUTING TIME 

TREATMENT COMPARISON 

S u b s e t 

1 

2 

T r e a t m e n t s 

T r e a t m e n t 2 

T r e a t m e n t 3 

T r e a t m e n t 1 

Mean 

- 3 . 8 

0.0 

165.4 

S tandard 
D e v i a t i o n 

10 .62 

0 . 0 

40 .47 

Minimum 
Va lue 

- 2 2 . 8 0 

0 .0 

87 .20 

Maximum 
V a l u e 

1 5 . 3 0 

0 . 0 

2 3 5 . 1 0 

We see t h a t H^ must a l s o be r e j e c t e d ; the re i s a s i g n i f i c a n t 

d i f f e r e n c e i n r e l a t i v e c o m p u t a t i o n a l e f f i c i e n c y between 

T r e a t m e n t s 2 , 3 and T r e a t m e n t 1 . Between Trea tmen t s 2 and 3 , t h e 

d i f f e r e n c e i n e f f i c i e n c y i s n o t s t a t i s t i c a l l y d i f f e r e n t a t tf=0.05 

l e v e l . G e n e r a l l y s p e a k i n g , t h e r e c u r s i o n a l g o r i t h m seems t o t a k e 

more than t w i c e a s much a s t h e o r i g i n a l r u l e or s e t u p cost 

ad ju s tmen t mechanism. Table 5 .6 shows t s t a t i s t i c s and 

c o r r e s p o n d i n g p - v a l u e s for a s e t of p a i r w i s e t t e s t . 
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Table 5.6 

T STATISTICS AND P-VALUES 

Treatment Comparison t s t a t i s t i c p - v a l u e 

2 v s . 1 34.160 < 0 . 0 0 1 

3 v s . 1 33.387 < 0 . 0 0 1 

3 v s . 2 0.773 < 0 . 5 

H0 T e s t 

T a b l e 5.7 shows t h e ranked o v e r a l l s o l u t i o n q u a l i t y fo r a l l 

f i f t e e n l o t s i z i n g r u l e s , which i s a combina t ion of f i v e r u l e s 

and t h r e e t r e a t m e n t s . Due t o t h e usage of p e r c e n t a g e v a l u e , t h e 

sample means a r e g e n e r a l l y normal ly d i s t r i b u t e d , and f i t fo r t h e 

use of an ANOVA model. T h u s , T u k e y ' s s t u d e n t i z e d range t e s t i s 

used t o rank t h e l o t s i z i n g r u l e s i n terms of cos t p e r f o r m a n c e . 

T a b l e 5.8 shows the r e s u l t s of t h e T u k e y ' s s t u d e n t i z e d range 

t e s t f o r the f i f t e e n l o t s i z i n g r u l e s for d = 0 .05 . The b a s i c W-W 

r u l e was used a s bas i s h e r e in t h i s c o m p a r i s o n . We f i n d t h a t H3 

must be r e j e c t e d ; t he re a r e s i g n i f i c a n t d i f f e r e n c e s among t h e 

c o s t per fomances of the l o t s i z i n g r u l e s a t t h e d= 0 . 0 5 l e v e l . 

A l l t he r u l e s equipped with t h e r e c u r s i o n a l g o r i t h m rank 

h i g h . A l l t he r u l e s b u t MPOQ equipped w i t h McLaren-Whybark s e t u p 

c o s t ad jus tmen t mechanism take midd le r a n k s , whi le a l l t h e s imple 

r u l e s g e n e r a l l y t a k e b o t t o m r a n k s . McLaren (1977) r e p o r t e d t h a t 

W-W r u l e with s e t u p c o s t ad ju s tmen t mechanism dominated a l l o the r 
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Table 5.7 

COST PERFORMANCE CONTRAST 

COST PERFORMANCE (%) 
_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ — 

Rank Rules Mean Standard Minimum Maximum 
Deviat ion Value Value 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

R/MLTC 

R/MEOQ 

R/W-W 

M/W-W 

R/MPOQ 

R/S-M 

M/S-M 

M/MLTC 

M/MEOQ 

B/W-W 

B/MLTC 

B/MPOQ 

B/S-M 

M/MPOQ 

B/MEOQ 

-7.83 

-7.79 

-5.84 

-5.83 

-4.65 

-3.94 

-3.46 

-2.75 

-1.35 

0.0 

1.33 

2.37 

2.58 

2.91 

3.03 

7.15 

6.85 

4.07 

4.01 

7.31 

5.35 

2.56 

5.48 

5.95 

0.0 

1.99 

2.50 

2.20 

8.72 

1.82 

-23.82 

-25.52 

-16.69 

-11.76 

-23.85 

-15.32 

-8.82 

-10.29 

-10.86 

0.0 

-1.65 

-0.89 

-0.30 

-10.37 

-0.63 

0.76 

1.22 

0.20 

5.30 

6.76 

2.91 

0.61 

10.12 

11.81 

0.0 

8.90 

7.80 

9.44 

24.99 

9.84 

Prefix R, M, and B represents the three different 
treatments, i . e . , recursion algorithm, McLaren-Whybark's setup 
cost adjustment, and basic r u l e , respect ively. 
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combination rules examined in his s t u d y and performed q u i t e well 

r e l a t i v e t o his m u l t i - l e v e l dynamic programming model. The mul t i ­

level dynamic programming model does not guarantee opt imal 

so lu t ion but in his e a r l i e r (1975) s t u d y a l l eged ly produced the 

same s o l u t i o n s as did t h e optimal MIP algori thm for t h e 32 s i x -

and e igh t -pe r iod p lanning horizon sample problems. 

H4 Test 

Table 5.9 shows t h e ranked o v e r a l l so lu t ion e f f i c i e n c y for 

a l l f i f t e e n lo t s i z i n g r u l e s . The data s e t of so lu t ion 

e f f i c iency for l o t s i z i n g ru les shows a skewed, bimodal 

d i s t r i b u t i o n and cou ld not f i t an ANOVA model even with 

t ranformat ion . Thus, T a y l o r ' s mu l t i p l e comparison t e s t may be 

used. 

Table 5.10 shows t h e r e s u l t s of t h e Taylor mul t ip le 

comparison t e s t for t h e f i f t een l o t s i z i n g ru l e s a t d - 0.05 

l e v e l . We see that H4 should be r e j e c t e d ; t h e r e are s i g n i f i c a n t 

d i f fe rences in computational time among the l o t s i z ing ru les a t 

ck = 0 . 0 5 . Al l the Treatment 2 and Treatment 3 ru les except W-W 

algorithm are in the f i r s t subset ; t h e y are not s i g n i f i c a n t l y 

d i f f e r en t in terms of computing t i m e . All the Treament 1 rules 

except W-W cons t i t u t e t h e second s u b s e t . The t h i r d subse t i s 

composed of W-W algor i thms across a l l the t r e a t m e n t s . There are a 

few r u l e s t h a t outperform W-W with s e t u p cost adjustment 

consuming l e s s time, i . e . , R/MLTC and R/MEOQ. 
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Table 5 . 9 

COMPUTING TIME PERFORMANCE 

TIME PERFORMANCE (CPU s e c . ) 
_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ 

Rank Rules Mean S t a n d a r d Confidence I n t e r v a l s 
D e v i a t i o n d = 0 . 0 5 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

1 1 

12 

13 

14 

15 

B/MLTC 

M/LTC 

B/S-M 

M/MPOQ 

M/S-M 

M/MEOQ 

B/MPOQ 

B/MEOQ 

R/S-M 

R/MLTC 

R/MEOQ 

R/S-M 

M/W-W 

B/W-W 

R/W-W 

0 . 0 0 7 3 

0 . 0 0 7 5 

0 . 0 0 8 5 

0 . 0 0 8 7 

0 . 0 0 8 8 

0 . 0 0 9 4 

0 . 0 1 0 5 

0 . O 1 1 2 

0 .O246 

0 . O 2 5 5 

0 . O 2 8 4 

0 . O 2 9 8 

0 . 3 8 4 0 

0 . 3 8 5 3 

0 . 4 O 3 5 

0 . 0 0 3 4 

0 . 0 0 3 7 

0 . 0 0 4 1 

0 . 0 0 4 7 

0 . 0 0 4 6 

0 . 0 0 4 6 

0 . 0 0 4 4 

0 . 0 0 5 5 

0 . 0 1 1 5 

0 . 0 1 2 1 

0 . 0 1 1 9 

0 . 0 1 3 7 

0 . 1 8 4 8 

0 . 1 8 3 3 

0 . 1 9 2 0 

0.0056 

0.0055 

0.0063 

0.0062 

0.0063 

0.0070 

0.0082 

0.0083 

0 .0185 

0 .0191 

0.0222 

0.0226 

0.2885 

0 .3068 

0.3022 

0 . 0 0 9 1 

0 . 0 0 9 4 

0 . 0 1 0 7 

0 . 0 1 1 2 

0 . 0 1 1 2 

0 . 0 1 1 8 

0 . 0 1 2 8 

0 . 0 1 4 0 

0 . 0 3 0 6 

0 . 0 3 1 9 

0 . 0 3 4 7 

0 . 0 3 7 1 

0 . 4 8 2 0 

0 . 5 0 0 3 

0 . 5 0 4 8 

P r e f i x R, M, and B r e p r e s e n t s t he t h r e e d i f f e r e n t 
t r e a t m e n t s , i . e . , r e c u r s i o n a l g o r i t h m , McLaren-Whybark's s e t u p 
c o s t a d j u s t m e n t , and b a s i c r u l e , r e s p e c t i v e l y . 
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Tab le 5.10 

TAYLOR MULTIPLE COMPARISON TEST 
FOR COMPUTING TIME 

( d= 0 .05 ) 

S u b s e t 4 Lot S iz ing Rules* 

B/MLTC M/MLTC M/POQ B/S-M M/S-M 

M/MEOQ B/MPOQ B/MEOQ 

2 

3 

R/MEOQ R/MPOQ R/MLTC R/S-M 

M/W-W B/W-W R/W-W 

The d i f f e r e n c e b e t w e e n any two group means w i t h i n a subse t 
i s not s t a t i s t i c a l l y s i g n i f i c a n t a t the d = 0.05 l e v e l . 

5 
P r e f i x R, M, and B r e p r e s e n t s the t h r e e d i f f e r e n t 

t r e a t m e n t s , i . e . , r e c u r s i o n a l g o r i t h m , McLaren-Whybark 's se tup 
c o s t a d j u s t m e n t , and b a s i c r u l e , r e s p e c t i v e l y . 
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H_, Hg, H- T e s t s 

S ince , we s e t the c o s t pe r formance of T r e a t m e n t 3 a s t h e 

b a s e , the m e a s u r e is a lways z e r o . Thus, t h e problem f a c t o r s h a v e 

no e f f e c t on t h i s measure so t h a t t r e a t m e n t 3 i s exc luded f rom 

t h i s a n a l y s i s . Table 5 . 1 1 summarizes the t e s t r e s u l t s fo r t h e 

t h r e e e f f ec t s o f problem f a c t o r on cos t pe r fo rmance h y p o t h e s e s . 

An X in a c e l l i n d i c a t e s t h a t t h e h y p o t h e s i s fo r the f a c t o r a n d 

t r e a t m e n t i s r e j e c t e d a t t h e 0 .05 l e v e l . R e j e c t i o n of t h e n u l l 

h y p o t h e s i s i m p l i e s t h a t t h e c o s t per formance of the t r e a t m e n t 

v a r i e s s i g n i f i c a n t l y f o r d i f f e r e n t values o f t h e problem f a c t o r . 

Table 5 .12 shows m a r g i n a l mean cos t pe r fo rmance f o r each 

f a c t o r l eve l when compared t r e a t m e n t w i s e . 

Tab le 5 .11 

ANOVA RESULTS 
FACTOR EFFECTS ON COST PERFORMANCE 

TREATMENT 1 TREATMENT 2 

1-Way ANOVA 

H - : Number o f l e v e l s X X 

H g : Degree o f Commonality X X 

H ? : Master Schedu le C v X X 

2-Way ANOVA 

N o . of Leve ls -Commonal i ty X 
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Table 5 .12 

MARGINAL MEAN COST PERFORMANCE 
TREATMENT COMPARISON 

Product 
Structure 

3 Level 
4 Level 

Degree of 
Commonality 

Zero 
Low 
Medium 
High 

Master 
Schedule C„ 

0.3 
1.0 

Treatment 1 

Mean Standard 
Deviation 

-6.366 
-8.858 

-3.778 
-7.296 
-7.913 
-11.460 

-10.335 
-4.888 

4.232 
5.220 

1.303 
4.407 
4.560 
5.293 

4.756 
3,166 

Treatment 2 

Mean Standard 
Deviation 

-1.792 
-5.826 

-7.195 
-6.130 
-1.150 
-0.758 

-5.470 
-2.147 

5.713 
2.899 

1.653 
3.267 
2.070 
6.190 

4.446 
4.266 

Degree of 
Commonality 

Zero 
Low 
Medium 
High 

T r e a t m e n t 1 

3 - l e v e l 4 - l e v e l 
Mean Mean 

•3.800 - 3 . 7 5 5 
-6.050 - 8 . 5 4 3 
•6 .633 - 9 . 1 9 3 
•8.980 - 1 3 . 9 4 

Treatment 2 

3-level 4-level 
Mean Mean 

-6.662 -7.727 
-5.238 -7.023 
0.513 -2.813 
4.225 -5.743 

Treatment 1 
Treatment 2 
Treatment 3 

Recursion Algorithm 
McLaren-Whybark Setup Cost Adjustment 
Basic Single Level Rule Only 
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These results in the Table 5.12 can be diagrammed as in 

Figures 5.2, 5.3, 5.4, and 5.5. Fig. 5.2 shows the effects of 

number of levels on the treatment's cost performance. Both 

Treatments 1 and 2 move in the same direction and they appear to 

perform better on the product structure with 4 levels than with 3 

levels. The mean difference between the two treatments are 

significant at both levels at 0.05 level. 

Fig. 5.3 reveals the effects of degrees of commonality on the 

treatment's cost performance. Treatments 1 and 2 take opposite 

directions. Treatment 1 performed better with product structures 

with a low to high degree of commonality. On the other hand, 

Treatment 2 performed better with product structures with zero 

degree of commonality. The mean differences in cost performance 

between the treatments are significant at all levels but one at 

low degree of commonality. 

Fig 5.4 shows the effects of master schedule variability on 

the treatment's performance. Both treatments move in the same 

direction; they perform better on rather low demand C . Treatment 

1 is performing better than Treatment 2 at both C levels and 

the mean difference between the two treatments are significant 

across the levels. 

Fig. 5.5 depicts the interaction effects of number of levels 

and degree of commonality on the treatment's cost performance. 

Generally speaking, both treatments obtain better results on the 

4-level structure than on the 3-level one, and the margin gets 

wider as they move on the high end of degree of commonality. It 

should also be noted that Treatment 1 generally performs better 
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2 

0 

-2 

-4 

-6 

-8 

-10 

-12 

Treatment 2 

Treatment 1 

.—+ + 

3- leve l 4- level 

Number of Levels 

F ig . 5.2 Effects of Number of Level in Product S t ruc ture 

on the Trea tment ' s Cost Performance 2 
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0 

-2 

-4 

-6 

-8 

-10 

-12 

Treatment 2 

Treatment 1 

Zero Low Medium High 

Degree of Commonality 

F i g . 5.3 Effects of Degree of Commonnality 

on the Treatment ' s Cost Performance 
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—+ +— 
0.3 1.0 
Master Schedule C 

Treatment 2 

Treatment 1 

v 

Fig . 5.4 Effects of Master schedule C 

on the Treatment's Cost Performance 
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3-Level 
Treatment 2 

4-Level 
Treatment 2 

3-Level 
Treatment 1 

4-Level 
Treatment 1 

+ + + •+ 

Zero Low Medium High 

Degree of Commonality 

F i g . 5.5 Combined Ef fec t s of Number of Levels and 

Degree of Commonality on t h e Treatment ' s 

Cost Performance 
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as i t +oves on the high end of degree of commonality, while 

Treatment 2 gene ra l ly performs worse as i t moves on the high end 

of degree of commonality except one c a s e , i . e . , 4- level s t r u c t u r e 

with high degree of commonality. 

5.3 Conclusions 

In th i s chapter we have examined t h e major experimental 

hypotheses us ing a formal , s t a t i s t i c a l l y designed simulation 

experiment. 

We have seen t ha t Treatment 1 , i . e . , the recurs ion a lgor i thm, 

provides lower cost s o l u t i o n s , on average , than the McLaren-

Whybark setup cost adjustment mechanism and the sequent ia l 

app l i ca t ion of basic s i n g l e l e v e l lo t s i z i n g r u l e s . However, the 

lack of optimal so lu t i ons for t h e t e s t problems prohibi ted us 

from desc r ib ing the genera l s o l u t i o n q u a l i t y of the ru les 

equipped with the recurs ion a lgor i thm. Two h e u r i s t i c s ( MLTC and 

MEOQ ) with recurs ion procedure s i g n i f i c a n t l y outperform t h e W-W 

with se tup c o s t adjustment which was used as t h e basis in McLaren 

(1977) because of i t s superior performance in c o s t savings . 

Furthermore, they r e q u i r e less computing time. 

However, the computing t imes of the ru l e s w i th th is recurs ion 

a lgor i thm are genera l ly two to t h r e e t imes l a rge r than t h e com­

puting times for t h e i r coun t e rpa r t s under con t ro l treatment or 

t h e se tup c o s t adjustment t rea tment with the exception of W-W 

a lgor i thm. In the case of W-W, t h e recurs ion algori thm i s only 4 

t o 5% la rger than i t s coun te rpa r t under two o ther t r ea tments , 

namely W-W wi th McLaren-Whybark adjustment and b a s i c W-W. 
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Considering t h e two c r i t e r i a , i . e . , c o s t and t i m e , for a 

small pena l ty in computational requi rements , compared to con t ro l 

treatment and McLaren-Whybark setup cost adjustment t r e a t m e n t , 

t h e four l o t s i z i ng h e u r i s t i c s ( MLTC, MEOQ, MPOQ, S-M ) wi th 

recursion procedure present s o l u t i o n s that offer s i g n i f i c a n t cost 

savings . They outperform or compare very favorably with W-W 

with setup cost adjustment s o l u t i o n , but have much lower 

computational requi rements . 

Another point of s igni f icance was that a s the degree of 

commonality increased , our recurs ion algori thm y ie lded so lu t ions 

t h a t were i nc r ea s ing ly super io r t o those obtained w i t h McLaren-

Whybark methods or basic r u l e s . The same i s true w i t h the fac tor 

of number of l e v e l s in a product s t r u c t u r e . The more levels a 

product s t r u c t u r e h a s , the b e t t e r t h e so lu t ions produced by the 

Treatments 1 and 2 , with Treatment 1 outperforming Treatment 2 . 

For t h e effect of demand v a r i a b i l i t y ( C ) on performance, 

i t was found tha t t h e master schedule with lower v a r i a b i l i t y in 

terms of c o e f f i c i e n t of v a r i a t i o n r e su l t ed in lower cos t s across 

t h e t r ea tments . For rather highly lumpy demand ( h igher C ) 

p a t t e r n , bo th t rea tments could not perform a s well a s they d i d in 

t h e low end of C . A master schedule having large expected TBO 

(time between order ) value may not offer a s many o p p o r t u n i t i e s 

or occasions for Treatment 1 to make improvements on t h e 

order schedule obtained by the o r i g i n a l r u l e s . This judgement 

i s supported by t h e fact t h a t Treatment 1 required l e s s 

computational time for the higher Cv demand p a t t e r n . Percentage 

increase va lue reduced from 181.6 t o 149.3 ( see Table 5.2) . 
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The next chapter presents brief conclusions and contributions 

from the study and suggests future extensions for further 

research. 
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Chapter 6 

Conclusions, Contributions, and Extensions 

The primary objective of this study was the development and 

evaluation of simple lot sizing techniques that can be applied 

effectively and eff ic ient ly to existing MRP systems dealing with 

multi-level product s t ruc tu re . Most current MRP system users are 

choosing simple single level rules ( EOQ, POQ, LTC e t c . , ) which 

do not u t i l i z e the ver t ica l dependency and horizontal commonality 

re la t ionships , l e t alone useful and valuable informations such as 

other relevant items' order schedules made available by MRP. 

This chapter summarizes the research and presents t he 

conclusions from the study. Contributions of this study are 

c i ted. This chapter concludes with suggested direct ions for 

further research. 

6.1 Conclusions 

The three popular lo t sizing rules ( EOQ, POQ, LTC ) were 

modified for the single l eve l , and multi-level problem as w e l l . 

The three modified lo t sizing rules operate on the p a r t period 

accumulation pr inciple besides t h e i r original mechanism. The 

modifications to three lot sizing rules suggested improve the 

basic rules by examining the demand variations from period to 

period through Economic Part Period computations. 

Each modified heuris t ic dominates i t s predecessor in a cos t 

comparison in our experiments. Average cost reduction ra tes 
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from the i r counterparts are very high, more than 80% across the 

ru les . The chances t h a t the three modified heur is t ics produce the 

optimal solutions a re also very high ranging from 84% to 88%. 

Furthermore, the th ree heuris t ics did not outperform t h e i r 

modified versions on any occasion. 

These modified h e u r i s t i c s may not appropriately solve the 

r e a l i s t i c MRP system problem which necessar i ly en t a i l s 

mul t i - level , multi-product s i tuat ion. However, they may be 

applied to the multi-level l o t sizing problem. When they are used 

for the multi-level problem, they must be the most t ime-eff icient 

heur is t ics which provide good quali ty so lu t i ons . 

I t was shown tha t the ver t ica l dependency and horizontal 

commonality can be taken in to account. The recursion procedure 

reschedules following the logic of the proposed recursion 

procedure, the or iginal schedule obtained by applying basic 

single level rules , which a re generally used among current MRP 

users . 

The recursion algorithm was developed in t h i s study noting 

that when an order i s pa r t i a l ly assembled and p a r t i a l l y stored, 

making decisions on whether or not to combine t h i s en t i r e order 

offers a great opportunity for savings in t o t a l inventory cos t . 

For the study in this d i s se r t a t ion , two other approaches, 

besides the recursion algorithm, a r e analyzed t o examine and 

compare effectiveness and eff iciency of our proposed recursion 

algorithm. One is McLaren-Whybark's setup cost adjustment 

mechanism which was devised for the mult i- level lo t s izing 

problem. The other i s a sequential application of s ingle level 
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lot sizing rules to all the items residing in the multi- level 

Both the recursion algorithm and McLaren-Whybark's adjustment 

method obtain cost benefits over the single level rules by either 

modifying the lot schedule obtained by single level rules or 

modifying cost information and using the adjusted cost data in 

single level rules. 

The three treatments, i.e., recursion algorithm, 

McLaren-Whybark setup cost adjustment and a sequential 

application of single level lot sizing rules, were applied to the 

five selected single level lot sizing rules of which three are 

the modified rules in this study. The treatments and individual 

rules were compared with respect to cost performance and 

computational efficiency. Factors such as the number of levels in 

the product structure, the degree of commonality and the master 

schedule variability were varied so as to study the performance 

of the treatments and lot sizing techniques over the various 

operating conditions. The limitations of the experiment 

were the assumptions of unlimited production capacity and no 

uncertainty in demand. 

All the lot sizing rules with recursion algorithm performed 

very well with respect to cost performance. In particular, the 

MLTC and MEOQ rules with recursion algorithm provided the lowest 

total cost solutions, on average, and outperformed W-W with 

McLaren-Whybark adjustment, which was used as the base procedure 

because of its superior cost performance. Furthermore, they have 

much less time requirements. The other rules with recursion 

algorithm also performed significantly better than other 
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treatment ru les . However, t n e recursion algorithm generally had 

two to three times larger time requirements compared t o the other 

two treatments. 

Other obsevations on the performance of recursion algorithm 

were a lso made from the computational r e su l t s . The f i r s t was t h a t 

the inventory costs decreased rapidly as the degree of 

commonality increased. The second was that t h e inventory costs 

performed increasingly be t t e r as t h e number of the l eve l s in t he 

product s t ruc ture increased. The t h i r d was t h a t the recursion 

algorithm worked be t te r in t h e lower end of master schedule 

v a r i a b i l i t y rather than in t he high end of v a r i a b i l i t y . However, 

i n both v a r i a b i l i t y levels , i t outperformed the other two 

treatments ru les . 

6.2 Contributions 

The research in th i s d i s se r t a t ion has addressed one important 

problem area of MRP system: mult i - level lot s i z ing , and suggests 

heur i s t i c methods to obtain better so lu t ions . 

There are two specific areas in which contr ibutions have been 

made: 

(1) A recursion algorithm has been developed and t e s t e d . I t 

exploits useful and valuable information, such as other items' 

order schedules, especially relevant items in terms of dependency 

and commonality r e l a t ionsh ips . Other approaches have neglected 

or failed to u t i l i z e them. The recursion procedure may be used 

with any existing l o t sizing technique for mult i - level l o t sizing 

in an MRP system. 
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(2) Three popular single level l o t s iz ing rules have been 

modified and documented. These rules can a l s o be used as mul t i ­

level lot s iz ing ru l e s . In the case of s ingle l eve l , they 

performed very well and outperformed their predecessors and 

compared very favorably with optimal W-W for single level l o t 

s izing problem. 

They performed very well with the recursion algorithm for 

multi-level l o t sizing problems as well. Results from the 

simulation experiment indicate that although the modified ru les 

have larger computational requirements, they provide very high 

qual i ty solut ions across the wide variety of operating 

conditions. The question is the trade-off between extra-time 

requirements and cost savings in inventory investment resul t ing 

from using the recursion algorithm. The impressive advances in 

computer technology would make more feas ible and prac t ica l t he 

introduction of the recursion algorithm to the rea l world. 

6.3 Suggestions for Further Research 

There are several direct ions in which t h e research in t h i s 

d isser ta t ion may be extended. The f i r s t direct ion involves 

improving some drawbacks, in the proposed algorithm. Another area 

involves relaxing some of the l imiting assumptions made in the 

study. A th i rd area involves the f ie ld tes t ing of the proposed 

recursion algorithm. 

Perhaps the most important and urgent area for further 

research is the area of time reduction ef for ts in the recursion 

algorithm as i t usually has r e l a t ive ly larger time requirements. 
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The extended study may determine the economic number of levels in 

the high end of product structure hierarchy to which the 

recursion procedures are applied that will provide more 

time-efficient solutions but not sacrificing solution quality in 

terms of cost. This could be done by varying the number of top 

levels to which the procedures are applied in a series of 

experiments and comparing the performances of variations. 

The study assumed that rough-cut capacity considerations were 

taken into account in obtaining the master schedule. It also 

assumed that there were no capacity limitations for lower level 

items as well. There arises some questions as to whether the 

larger lot sizes, due to combining the orders following the logic 

of recursion procedure, could cause any difficulties or conflicts 

with respect to capacity. As most production systems have limited 

capacity and limited resources, an extension to this study would 

be the inclusion of capacity limitations. 

For this study, demand was assumed to be deterministic and 

the study did not allow for backorders. Whybark and Williams 

(1976) have examined the effects of uncertainty in the MRP 

system. Kumar (1983) analyzed the efficacy of buffering 

techniques such as safety stock and safety lead times when 

uncertainty is present using a simulation study. Thus a useful 

extension to this research is to study the effects of stochastic 

demand on the performance of the treatments and lot sizing 

techniques. 

Besides relaxing those assumptions of the study, there is yet 

another direction in which the study may be extended, namely 
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f ie ld tes t of the recursion algorithm proposed in the 

d i sse r ta t ion . This may be done a f te r extensive t e s t s of t h e 

recursion algorithm with actual data from p rac t i ce . 
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APPENDIX I 

Product S t ruc tures 

1) 3 l e v e l s 

3 4 3 

|—h r-h r n r h Hi rS H-| f—i 
7 8 9 10 11 12 13 14 6 7 8 9 6 7 9 10 

DC = 12 /12 = 1.0 DC = 12 / 8 = 1.5 

Zero Commonality Low Commonality 

3 4 3 5 3 4 3 5 

r̂  Hn rh r h rh rip rH h „ 
6 7 6 8 6 7 7 8 6 7 6 7 6 7 6 7 

DC = 12 / 6 = 2.0 DC = 12 / 5 = 2.4 

Medium Commonality High Commonality 
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2) 4 l eve l s 

4 

i r̂  
10 11 12 13 14 

I 1 I I 
15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 

DC = 28 / 28 = 1.0 Zero Commonality 

I 1 
3 4 

10 11 12 12 13 

i i i i i i r n i i 
14 15 14 16 16 17 16 18 19 20 19 21 19 21 20 21 

DC = 28 / 19 = 1.47 Low Commonality 
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1 I 1 
4 5 6 

1 — I I | 
7 8 7 9 8 9 9 10 

r^i n n rn n 
11 12 11 13 11 12 14 15 11 13 14 15 14 15 15 16 

DC = 28 / 14 = 2.0 Medium Commonality 

2 

J — , 

5 

r i r—i i—i rh r~i f\ \i \ \ 
9 10 9 11 9 10 10 11 9 10 9 11 9 11 10 11 

DC = 28 / 11 = 2 . 5 High Commonality 
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PROGRAM MRP3Z < INPUT• OUTPUT) 
C 
C THIS I S FOR 3-LEVEL PRODUCT STRUCTURE 

C MULTI-LEVEL LOT-S IZ ING PROBLEM { MAIN PROGRAM 
C 
C PROGRAM PARAMETERS 

INTEGER L> L l» L 2 * L3* L4» S* PD» NR » NLEVEL 
PARAMETER ( L=2* L l = 4 , L2= 8 , L3= 0 , L4=0»S=14»PD=52> 

Z NR= 5 * NLEVEL= 2 ) 
C 
C 
C COMMON BLOCKS USED 

COMMON STRUCT<8-L2* S - L > »TAB( S , 3 F P D > r C0ST<2* S ) *EPP< 2 * S ) * 
Z MAT<3»S>* SETC(2*S)* HOLDC(2*S>* PROB<S)» MOVE* 
Z SUMINV(S) * NSETUP<S>»NEED(S>rLEVELS*DNUARD*IFLAG* 
Z CPU<NR*3>, T0TAL<NR*3)r TIME? MTIME* ILOOP 

C 
INTEGER STRUCT- TABr A* T> SUMINVr NSETUPi LEVELS 
REAL COST. EPP* MATr SETC* HOLDC* C P U , TOTAL, TIME 
LOGICAL FLAG* PROB* OK» NEED. DNWARD, MOVE 

C 
C LOCAL VARIABLES 
C INTEGER I P A R C L + L D * MUSE(L+L1) 
C READ PRODUCT STRUCTURE MATRIX 
C 
C P R I N T * . ' PRODUCT STRUCTURE MATRIX FOR THIS CASE' 
C P R I N T * * ' ' 

DO 10 I R = I F S - L 2 
C PRINT* r 'ROW ' • IR 

READ 11»< STRUCT<IR*IC)> IC= ItS-L > 
1 1 FORMAT ( 1 2 ( 1 1 ) ) 
3 0 CONTINUE 
C 

c 
C VARY DEMAND PATTERN TWICE* I N TERMS OF DEMAND CV 

DO 200 I V A R I = l? 2 
C RUN 2 REPLICATION RUNS 

DO 300 IRUN= I f 2 
C GENERATE DEMAND PATTERN 
C 

DO 40 I - 1*L 
CALL DEMAND ( I , IRUN - IVARI ) 

4 0 CONTINUE 
C 
C READ COST DATA IN MATRIX COST 
C 
C P R I N T * * ' COST STRUCTURE FOR T H I S CASE' 
C P R I N T * * ' ' 
C P R I N T * * ' ' 

CALL COSTIN 



www.manaraa.com

114 

C DO 20 IR= 1* 4 
C READ 21*( COST(IRf lC)* IC= 1*S > 
CI FORMAT <10(F5 .1*1X) ) 
CO CONTINUE 
C 
C E S T A B L I S H COST AND EPP I N F O R M A T I O N 
C 

DO 80 IR = 1* 3 
DO 80 JC = 1 * S 

MAT<IR*JC> = 0 .0 
80 CONTINUE 
C 

DO 81 1 = 1 * S 
CALL COSDATA ( I ) 

81 CONTINUE 
C 

CUMMT= 0 , 0 
DO 32 I = 1* S 

CALL MATRIX < I ) 
CUMMT= CUMMT + MTIME 

82 
C 
C 

84 
C 
C 

CONTINUE 

DO 84 1 = 1* S 
CALL MCLAREN < I > 
CUMMT= CUMMT+ MTIME 

CONTINUE 

TU= L 
IV= IUI LI 
IW= IV+ L2 
IX= IW+ L3 
IY== IX+ L4 

C 
C U S I N G L O T - S I Z I N G RULES* O B T A I N L O T SCHEDULE AND SYSTEM COST 
C 
C USE THREE D I F F E R E N T TREATMENTS 
C F I R S T * O R I G I N A L S I N G L E L E V E L RULES WITH PROPOSED RECURSION P R O C . 
C SECOND* O R I G I N A L S I N G L E LEVEL RULES ( CONTROL GROUP ) 
C T H I R D * S I N G L E LEVEL RULES WITH MCLAREN SETUP COST A D J U S T . MECH. 
C 

DO 1000 ILOOP = 1* 3 
GO TO ( 1 0 0 1 * 1 0 0 2 * 1 0 0 3 ) I L O O P 

C001 P R I N T * * ' S I N G L E L E V E L RULES USED W I T H RECURSION ' 
1001 A a l 

GO TO 1900 
C002 PRINT**'SINGLE LEVEL RULES ONLY USED' 
1002 A = 1 

GO TO 1 9 0 0 
C003 P R I N T * * ' S E T U P COST ADJUSTMENT USED-MCLAREN ' 
1003 A ~ 2 
C 
1.900 CONTINUE 
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DO 100 IFLAG = 1* NR 
C 
C 
C INITIALIZE MRP TABLEAU 

DO 29 1= 1* L 
DO 29 J a 2*3 

DO 2 ? T= 1 * PD 
T A B ( I * J » T ) = 0 

29 CONTINUE 
DO 30 1= L + l , S 

DO 3 0 J= 1 * 3 
DO 30 T= 1* PD 

TAB ( I , J * T ) = 0 
30 CONTINUE 
C 
C 
C 

IF< ILOOP .GT. 1 ) GO TO 2 4 0 
CUMSEC= 0 . 0 
DO 41 1= 1»L 

CALL LSR ( I , A* IFLAG ) 
CALL SUMARY < I ) 
CUMSEC= CUMSEC+ TIME 

41 CONTINUE 
DO 42 I = 1, Q 

PROD(I) = .FALSE. 
NEF.D<I) = .FALSE, 

53 * 5 4 ) ILEVEL 

42 
C 

59 
51 

52 

53 

54 

p 

60 

CONTINUE 

TLEVEL = 
GO TO ( ! 
LEVEL I = 
LEVF.LS = 
00 TO 60 
LEVFLI = 
LEVELS = 
GO TO 60 
LEVELI = 
LEVELS = 
GO TO 60 
LEVEL! = 
LEVELS -

DO 61 K= 

1 
51* 5 2 , 
L I 
IV+ 1 

L.JU. 

IW+ 1 

L3 
IX+ 1 

L4 
IY+ 1 

1* LEVI 
1= LEVELS- K 
DO 6 2 J » 1» S-L2 

IF< STRUCT < J r I - L > .NE. O )THEN 
IUSE - STRUCK J , I-L) 
DO 63 T = 1 * PD 

TAB(I,1»T>= T A B ( I » 1 , T ) + IUSE* TAB<J»3»T) 
63 CONTINUE 

END I F 
62 CONTINUE 
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c 
CALL LSR ( IT f\t DFLAG ) 
CALL SUMARY < I > 
CUMSEC= CUMSEC+ TIME 

C 
DNWARD = .FALSE, 

CALL RECUR < I ) 
CUMSEC= CUMSE1C+ TIME 

61 "CONTINUE 
C 

DO 70 ITER= 1* ILEVEL 
IF<ILEVEL,GE.2 ,AND. ITER.LT.ILEVEL) DNWARD = .TRUE. 
GO TO < 71* 7 2 * 73* 74 ) ITER 

71 IBEGIN= IU+ 1 
IEND= IV 
GO TO 79 

72 IBEGIN= IV+ 1 
TEND* IW 
GO TO 79 

73 IBEGJN= IH+ 1 
IEND« IX 
GO TO 79 

74 IBE6IN= IX+ 1 
IEND= IY 

C 
79 DO 78 I * IBEGIN* IEND 
C IF ( NEEDd > ) THEN 
C CALL RECUR(I) 
C CUMSEC= CUMSEC+ TIME 
C ENDIF 
78 CONTINUE 

DNWARD = .FALSE. 
70 CONTINUE 
C 
69 1F<ILEVEL ,EQ, NLEVEL ) GO TO 109 

ILEVEL= ILEVEL+ 1 
GO TO 59 

C 
C 
240 CUMSEC= 0 . 0 

DO 241 1= 1* S 
CALL LSR< I* A * IFLAG ) 
CUMSEC= CUMSEC+ TIME 
IF< I .EG. S > GO TO 109 
INEXT= 1+ 1 
IF< INEXT , L E - L )G0 TO 241 
DO 245 J= 1* S -L2 

IF< STRUCK J »INEXT-L> .NE. 0 )THEN 
IUSE= STRUCT(J,INEXT-L) 
DO 247 T = l , PD 

TAB(INEXT»l*T)^TAB<INEXT*l»T) + IUSE*TAB<J»3rT> 
247 CONTINUE 

END IF 
245 CONTINUE 
241 CONTINUE 
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IF< ILOOP .EQ. 3 )THEN 
CUMSEC= CUMSEC+ CUMMT 

ENDIF 
109 CPU< IFLAG* ILOOP )= CUMSEC 

DO 110 1= 1* S 
CALL PRINT < T ) 

110 CONTINUE 
C 
100 CONTINUE 
C 
1000 CONTINUE 
C 
C 

CALL PRIN0UT 
300 CONTINUE 
C 
200 CONTINUE 

STOP 
END 

n 
SUBROUTINE LSR < I * A* JFLAG > 

C 
C CALLS VARIOUS KINDS OF LOT SIZING RULE 
C 
C PROGRAM PARAMETERS 

INTEGER L» Ll» L2» L3* L4* S» PD* NR, NLEVEL 
PARAMETER ( L=2* L l = 4* L2= 8* L3= 0*L4=0,S=14*PD=52, 

Z NR= 5* NLEVEL= 2 ) 
C COMMON EtLUCKS USED 

COMMON STRUCKS-L2, S-L) »TAB<S,3»PD),C0ST<2,S)*EPP<2,S), 
Z MAT(3*S), SETC(2*S)» H0LDC(2,S>, PROB<S), MOVE* 
Z SUMINV<S)» NSETUP<S>,NEED<S),LEVELS,DNWARD,IFLAG, 
Z CPU<NR*3), T0TAL(NR,3)* TIME* MTIME, ILOOP 

C 
INTEGER STRUCT* TAB* A* T> SUMINV, NSETUP, LEVELS 
REAL COST* EPP, MAT, SETC* HOLDC* CPU, TOTAL, TIME 
LOGICAL FLAG* PROB* OK* NEED, DNWARD, MOVE 

C 
780 GO TO (701*702,703,704,705) JFLAG 
701 CALL MEOQ ( I , A ) 

GO TO 790 
702 CALL MPOQ < I , A ) 

GO TO 790 
703 CALL MLTC ( I , A ) 

GO TO 790 
704 CALL SM < I , A ) 

GO TO 790 
705 CALL WW ( I , A > 
C 
C 
790 RETURN 

END 
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SUBROUTINE MPOQ ( I , A ) 
C 
C MPOQ t MODIFIED PERIODIC ORDER QUANTITY 
C 
C PROGRAM PARAMETERS 

INTEGER L, L I * L 2 , L 3 , L 4 , S, PD, NR, NLEVEL 
PARAMETER ( L=2* L l = 4* L2= 8* L3= 0,L4=0,S=14*PD=52, 

Z NR= 5, NLEVEL= 2 ) 
C 
C 
C COMMON BLOCKS USED 

COMMON S1RUCT<S-L2, S-L) ,TAB(S,3»PD),COST(2,S)»EPP(2,S) , 
Z MAT(3,S>* SETC<2*S)* HOLDC<2»S>, PROB(S)» MOVE* 
Z SUMINV(S)* NSETUP<S)*NEED(S),LEVELS,DNWARD, IFLAG, 
Z CPU(NR»3)* T0TAL(NR»3>, TIME, MTIME, ILOOP 

C 
INTEGER STRUCT* TAB, A* T* SUMINV* NSETUP, LEVELS 
REAL COST, EPP* MAT, SETC* HOLDC* CPU, TOTAL, TIME 
LOGICAL FLAG, PROB, OK* NEED* DNWARD, MOVE 

C LOCAL VARIABLES 
INTEGER SUMBEM* QSTAR, NSTAR* START* K, DEM 
REAL AVGDEM 

C 
T l = SECOND <) 

C 
SUMDEM = 0 
DO 500 T = 1 , PD 

SUMDEM = SUMDEM + TAB(I ,1*T> 
500 CONTINUE 

AVGDEM » SUMDEM / PD 
C 

QSTAR = NINT(SQRT<2*AVGDEM*SETC<A»I)/H0LDC(A,I>)) 
NSTAR = NINTC QSTAR / AVGDEM ) 
PP = EPP ( A , I ) 

C 
C 

START = i 
K = 1 
DEM = 0 

C 
C 
510 I F ( TAB(I,1,START) »EQ, 0 ) THEN 

START « START + 1 
GO TO 510 

END IF 
T » START 

540 DEM = DEM + T A B ( I * 1 , T ) 
I F ( K • GE. NSTAR ) THEN 

550 IF < DEM .GT. QSTAR ) THEN 
IF ( T .EQ. PD ) THEN 

TAB<I*3,START)= DEM 
GO TO 590 

END IF 
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T== T+ 1 
K* K+ 1 
IF< ( K - D * T A B ( I * 1 , T ) .GT» PP )THEN 

TAB(I,3*START)= DEM 
T= T- 1 
K*= K- 1 

ELSE 
TAB(I*3»START)= DEM+ TAB(I»1»T> 

END I F 
ELSE 

CF < T .EG. PD )THEN 
TAB<I*3»START)= DEM 
GO TO 590 

END I F 
K= K+ 1 
T* T+ 1 
IF( <K-1>* TAB(I»1,T> .GT. PP )THEN 

TAB(I,3*START)= DEM 
T= T- 1 

ELSE 
DEM= DEM+ TAB(I*1 ,T) 
GO TO 550 

END I F 
END IF 
IF( T .EQ. PD >G0 TO 590 

530 T= T+ 1 
IF ( T .EQ. PD ) THEN 

TAB(I,3»T) = TAB(I*1»T) 
GO TO 590 

ELSE 
START = T 
IF ( TAB(I*1,START) .EQ. 0 ) THEN 

GO TO 530 
ELSE 

DEM = 0 
K = 1 
GO TO 540 

ENDIF 
ENDIF 

ELSE 
K « K+ 1 
T a T+ 1 
IF < T .EQ. PD ) THEN 
DEM = DEM + TAB( I,1,T) 
TAB<I,3»START) = DEM 
GO TO 590 

ELSE 
GO .TO 540-

ENDIF 
ENDIF 

590 CONTINUE 
C 

T2 = SECOND () 
TTMFa T2- Tl 
END 
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SUBROUTINE SM ( I * A ) 
C 
C S-M t SILVER-MEAL HEURISTIC 
C 
C PROGRAM PARAMETERS 

INTEGER L* L I , L2* L3* L4* S» PD* NR* NLEVEL 
PARAMETER ( L = 2 , L l= 4 , L2= 8* L3= 0*L4=0»S=14,PD=52* 

Z NR= 5* NLEVEL= 2 ) 
COMMON STRUCKS-L2* S-L) *TAB(S*3,PD) ,C0ST(2*S) * EPP (2*S) * 

Z MAT(3*S), SETC(2*S), H0LDC(2*S>, PROB(S), MOVE* 
Z SUMINV(S)* NSETUP<S)*NEED(S)*LEVELS»DNWARD»IFLAG* 
Z CPU(NR*3)* T0TAL(NR*3)* TIME* MTIME* ILOOP 

C 
INTEGER STRUCT* TAB* A, T* SUMINV* NSETUP, LEVELS 
REAL COST* EPP* MAT* SETC* HOLDC* CPU, TOTAL* TIME 
LOGICAL FLAG* PROB* OK* NEED* DNWARD* MOVE 

C LOCAL VARIABLES 
INTEGER Z* ORDER* K* X 
REAL G(PD) 

C 
Tl = SECOND ( ) 

C 
Z = 1 
ORDER = T A B ( I * 1 » 1 ) 
K = 1 
G ( l ) = E P P ( A l I ) 
DO 8 1 0 T = 1* PD-1 

I F < K , E Q . 1 .AND, T A B ( I * 1 * T ) .EQ. 0 ) THEN 
Z = T+ . 
ORDER = T A B ( I » 1 » Z ) 
GO TO 8 1 0 

ELSEIF(K*K*TAB(I*1»T+1) . G E . G ( K ) , AND.T .NE.PD-1 )THEN 
TAB(I*3*Z) = ORDER 
Z = T+ 1 
K = 1 
ORDER = T A B ( I * 1 * Z ) 

E L S E I F ( K * K * T A B ( I * 1 » T + 1 ) . G E , G ( K ) . A N D . T . E Q , P D - 1 ) THEN 
T A B ( I * 3 * Z ) = ORDER 
T A B ( I * 3 , P D ) a T A B ( I , 1 * P D ) 

E L S E I F ( K * K * T A B ( I * 1 » T + 1 ) . L T . G ( K ) . A N D . T . N E , P D - 1 ) T H E N 
K = K+l 
X = T+ r 
ORDER = ORDER+ T A B ( I » 1 * X ) 
G(K> = G C K - D + ( K - D * T A B ( I , 1 , X ) 

E L S E I F ( K * K * T A B ( I * 1 * T + 1 ) . L T . 6 ( K ) . A N D . T . E Q . P D - 1 ) T H E N 
ORDER = ORDER+ T A B < I , 1 * P D ) 
TAB(I*3*Z) = ORDER 

ENDIF 
8 1 0 CONTINUE 
C 

T2 = SECOND ( ) 
TIME= T2- T l 

C PRINT**'CPU TIME (SM)= ' , TIME 
C 

RETURN 
END 
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SUBROUTINE WW ( I * A ) 
C 
C W-W { WAGNER-WHITIN ALGORITHM 
C 
C 
C PROGRAM PARAMETERS 

INTEGER L , L I * L 2 , L3* L 4 , S» PD* N R , NLEVEL 
PARAMETER < D=2* L l = 4* L 2 = 8* L3a O , L 4 a 0 » S = 1 4 , P D = 5 2 , 

Z NR= 5 , NLEVEL= 2 ) 
C 
C 
C COMMON BLOCKS USED 

COMMON STRUCT(S-L2> S-L) *TAB(S»3*PD) , C 0 S T ( 2 * S ) *EPP<2,S) * 
Z M A T < 3 » S ) , SETC(2»S) , H 0 L D C ( 2 * S ) , PROB<S)» MOVE, 
Z S U M I N V ( S ) , NSETUP(S),NEED(S),LEVELS*DNWARD,IFLAG, 
Z CPU(NR,3 )» rOTAL(NR,3)» T IME, MTIME* ILOOP 

C 
INTEGER STRUCT* TAB* A* T , SUMINV* NSETUP* LEVELS 
REAL COST, EPP* MAT* SETC, HOLDC, C P U , TOTAL, TIME 
LOGICAL FLAG, PROB* OK* NEED* DNWARD, MOVE 

C 
C-
C LOCAL VARIABLES 

INTEGER K, N, M, H* START, PLACE(PD) 
REAL WA(PD,PD)* SMALL* MIN 

C 
T l = SECOND <) 

C 
DO 700 J = 1* PD 

DO 710 K » I f PD 
IF ( J . E Q . K .AND. T A B C I , 1»K) .NE , O ) THEN 

WA(J ,K ) - SETC(A*I> 
ELSEIF ( J . E Q . K .AND. T A B ( I * 1 » K ) .EQ.O > THEN 

WA(J ,K) = 9999999. 

WA(J»K) = 0 . 
ENDIF 

710 CONTINUE 
700 CONTINUE 
CARRYING COST ACUMMULATION AND SETUP COST ADDITION 
C 

DO 720 J = 1 * PD 
DO 730 K = J + l , PD 

IF ( W A ( J » J ) .EQ. 9 9 9 9 9 9 9 ) THEN 
W A ( J , K ) a WA(J*J>+ K* 9999999 

ELSE 
WA(J ,K) = WA(J*K-1>+ ( K - J ) * H O L D C ( A » D * T A B ( I , 1 » K ) 

ENDIF 
730 CONTINUE 
720 CONTINUE 
C 
C FIND MIN , I N EACH COLUMN AND ADD THIS TO NEXT LOWER ROW 
C 

DO 750 ICOL = o , PD 
WA(2»IC0L) = WA(2* IC0L)+ WA(1»1) 

750 CONTINUE 
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DO 740 K « 2* PD 
SMALL = WA(1,K) 
DO 760 H = 2 , K 

I F ( SMALL .GT, WA(H*K) ) THEN 
SMALL = WA(H»K) 

ENDIF 
760 CONTINUE 

N - K-f 1 
DO 770 M = N» PD 

WA(N»M) = WA(N*M) + SMALL 
770 CONTINUE 
740 CONTINUE 
C 
C STORE SETUP PERIOD IN ARRAY PLACE (PD) 
r 

DO 780 J = 1»PD 
N = PD+ 1 - J 
MIN a WA(1,N) 
PLACE(N) = 1 
DO 790 H a 2* N 

I F ( MTN .GE. WA(H,N) ) THEN 
MIN = WA(H*N) 
PLACE(N) = H 

ENDIF 
790 CONTINUE 
780 CONTINUE 
C 
C 

DO 781 J = 1* PD 
IPD = PD+ 1 - J 
[SET = PLACE(IPD) 
IF < 1SET .LT . IPD ) THEN 

IDUR = IPD- ISET 
PO 782 MFTi = 1 , IDUR 

PLACE(IPD-MPD) = ISET 
782 CONTINUE 

ENDIF 
781 CONTINUE 
C 
C 

START = 1 
TAB(1,3*1) = TAB( I ,1 ,1> 
DO 791 J = 2 , PD 

K = PLACE(START) 
I F ( K .EQ. PLACE (J ) ) THEN 

TAB(I,3*START) a TAB(I»3,START)+ T A B ( I , 1 , J ) 
ttm \—m \H t 

IF ( J .EQ. PD ) THEN 
T A B ( I * 3 , J ) = TAB( I ,1»J ) 

ELSE 
START a j 

TAB(I,3,START> = TAB<I»1,START) 
ENDIF 

ENDIF 
791 CONTINUE 
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T2 a SECOND () 
TIME= T2- Tl 

C PRINT**'CPU TIME (WW)a ', TIME 
C 

RETURN 
END 

C 
C 
C 

SUBROUTINE MEOQ ( I * A ) 
C 
C MODEOQ t MODIFIED VERSION OF ECONOMIC ORDER QUANTITY 
C 
C PROGRAM PARAMETERS 

INTEGER L* L i t L 2 , L3» L4* S* PD* NR, NLEVEL 
PARAMETER ( L=2» L l = 4 , L2= 8* L3= 0 *L4=0*S=14*PD=52 , 

Z NR= 5* NLEVELa 2 ) 
C 
C 
C COMMON BLOCKS USED 

COMMON STRUCT(S-L2, S - L ) , T A B ( S * 3 * P D > * C O S T ( 2 , S ) , E P P ( 2 » S ) , 
Z MAT(3*S)» SETC(2»S) * HOLDC(2»S)» PROB(S)* MOVE, 
Z SUMINV(S)* NSETUP(S)*NEED(S),LEVELS»DNWARD*IFLAG* 
Z CPU(NR»3)* T0TAL(NR*3)» T IME* MTIME* ILOOP 

C 
INTEGER STRUCT* TAB, A* T* SUMINV* NSETUP, LEVELS 
REAL COST* EPP* MAT, SETC* HOLDC* CPU* TOTAL, TIME 
LOGICAL FLAG* PROB, OK* NEED* DNWARD* MOVE 

C 
C 
C LOCAL VARIABLES 

INTEGER SUMDEM* QSTAR, ORDER* START 
REAL AVGDEM* PP 

Tl = SECOND () 

PP = EPP(A,I) 
SUMDEM = 
DO 400 T 

SUMDEM 
CONTINUE 
AVGDEM = 

0 
a 1* PD 
= SUMDEM 

SUMDEM / 

+ 

PD 

TABdi >1,T> 
400 

QSTAR = NINT( SQRT( 2* AVGDEM* SETC<A»I) /HOLDC(A»I))) 
DO 460 T = 1* PD 

IF ( TAB<I*1*T) .NE. 0 ) THEN 
START a j 
GO TO 461 

ENDIF 
460 CONTINUE 
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461 K = 1 
ORDER a o 
DO 470 T = START, PD 

IF< T A B ( I * 1 , T ) ,EQ, 0 .AND. K ,EQ. 1 ) GO TO 470 
IF< TAB( I»1 ,T ) ,EQ. 0 .AND, K .NE. 1 ) GO TO 469 
ORDER = ORDER+ TAB( I , 1 ,T ) 
IF ( ORDER . E Q . QSTAR ) THEN 

TAB(I*3*START) = ORDER 
LASTAT = START 
START = T+ 1 

462 I F ( TAB(I,1»START) . E Q . 0 )THEN 
STARTa START+ 1 
IF( START .GT, PD ) GO TO 470 
GO TO 462 

ENDIF 
K « o 
ORDER = 0 

ELSEIF ( ORDER .GT, QSTAR) THEN 
I F ( ( K - D * TAB(I*1»T> .LE. PP ) THEN 

TAB(I*3,START) = ORDER 
LASTAT = START 
IF( T .EQ.PD ) GO TO 470 
START a T + 1 

463 IF( TAB< I>1,START) .EQ, 0 )THEN 
START= START+ 1 
IF( START .GT, PB ) GO TO 470 
GO TO 4 6 3 

ENDIF 
K = 0 
ORDER = O 

ELSE 
ORDER a ORDER- T A B < I , 1 , T ) 
TAB(I*3,START) * ORDER 
IF( T . E Q . PD )THEN 

TAB( I , 3>T )= TAB<I ,1 ,T ) 
ELSE 

LASTAT= START 
STARTa T 
IS = START+ 1 
K* 1 
ORDER= TAB(I»1*T) 

464 IF( TAB<I ,1»IS) . E Q . 0 )THEN 
IF( I S .EQ. PD )THEN 

TAB< I,3»START>= ORDER 
ELSE 

15= IS+ 1 
GO TO 464 

ENDIF 
ENDIF 

ENDIF 
ENDIF 
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ELSETF( ( K - D * TAB( I , 1 ,T ) ,GT. PP )THEN 
ORDER a ORDER- T A B ( I , 1 , T ) 
TAB(1*3*START) = ORDER 
IF ( T .EQ. PD )THEN 

T A B ( I » 3 , T ) a T A B ( I , 1 , T ) 
ELSE 
LASTATa START 
STARTa T 
IS = START+ 1 
K= 1 
ORDER= TAB(I»1,T) 

465 IF( TAB(I,1»IS) .EQ. 0 )THEN 
IF< IS ,EQ, PD )THEN 
TAB<I,3»START)= ORDER 

ELSE 
ISa IS+ 1 
GO TO 465 

ENDIF 
ENDIF 

ENDIF 
ELSEIF ( T .EQ. PD ) THEN 

IF ( (T-LASTAT)*TAB<I,1,T) ,LE, PP )THEN 
TAB(1,3,LASTAT)= ORDER+ TAB(1,3*LASTAT) 

ELSEIF(( T- START )* TAB(I*1*T) .GT. PP ) THEN 
TAB(I,3,START)= ORDER- TAB(I,1*T) 
TAB(I,3,T) = TAB(I,1,T) 

ELSE 
TAB(I,3,START)a ORDER 

ENDIF 
GO TO 470 
ENDIF 

469 K = K+ 1 
C 

IF( T .EQ. PD ) TAB(I,3,START)= ORDER 
470 CONTINUE 
C 
C 

T2 = SECOND <> 
TIME= T2~ Tl 

C PRINT*,-"CPU TIME (MEOQ)« ', TIME 
C 

RETURN 
END 
SUBROUTINE MLTC ( I, A > 

C 
C MODLTC i MODIFIED VERSION OF LEAST TOTAL COST 
C 
C PROGRAM PARAMETERS 

INTEGER L* LI, L2, L3* L4* S, PD, NR* NLEVEL 
PARAMETER ( L=2, Ll= 4* L2= 8, L3= 0,L4a0,S=14,PD=52, 

Z NR= 5, NLEVEL= 2 ) 
C 
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C 
C COMMON BLOCKS USED 

COMMON STRUCT(S-L2> S - L ) , T A B ( S * 3 * P D ) * C 0 S T ( 2 * S ) , E P P ( 2 * S ) * 
Z MAT(3*S)» S E T C ( 2 , S ) , H 0 L D C ( 2 , S ) * PROB(S)* MOVE* 
Z SUMINV(S)* NSETUP(S)»NEED(S),LEVELS,DNWARD,IFLAG* 
Z CPU(NR*3 ) , TOTAL(NR*3)» T I M E , MTIME, ILOOP 

C 
INTEGER STRUCT* TAB* A* T* SUMINV, NSETUP, LEVELS 
REAL COST, EPP* MAT* SETC* HOl,DC* CPU* TOTAL- TIME 
LOGICAL FLAG* PROB* OK, NEED* DNWARD, MOVE 

C LOCAL VARIABLES 
INTEGER ORDER* K* Z 
REAL SUM* CUM* PP* ADD 

C 
T l = SECOND ( ) 

C 
PP = E P P ( A * I ) 
ORDER = 0 
K = 1 
Z = 1 
CUM = 0 
DO 600 T = 1 * PD 
IF (K ,EQ , 1 .AND. T A B ( I * 1 , T ) .EQ. 0 ) THEN 

Z = T + 
ELSE 

ADD = < K - 1 ) * T A B ( I * 1 * T ) 
CUM = CUM + ADD 
I F ( ADD ,GT. PP ) THEN 

T A B ( I * 3 » Z ) = ORDER 
IF ( T .EQ. PU ) TAB(I,3*T) = TAB(I*1*T) 
Z = T 
K = 1 
ORDER = T A B ( I * 1 , T ) 
CUM = 0 

ELSEIF < CUM ,GT. PP ) THEN 
IF ( (CUM-PP) . L T . (PP-(CUM-ADD)) )THEN 

ORDER= ORDER+ T A B ( I , 1 , T ) 
T A B ( I * 3 » Z ) = ORDER 
I F < T .NE. PD ) THEN 

Z = T+ 1 
K = 0 
ORDER = 0 
CUM a o 

ENDIF 
ELSE 

T A B < I * 3 * Z ) = ORDER 
Z = T 
CUM = 0 
K = 1 
ORDER a T A B ( I * 1 * T ) 

ENDIF 
ELSE 

ORDER = ORDER+ T A B ( I , 1 , T ) 
ENDTF 
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I F ( T . E G . PD ) T A B < * » 3 , Z ) « ORDER 
- K « K+ - 1 -

ENDIF 
C 
600 CONTINUE 
C 

T2 = SECOND (> 
TIME3 T2— Tl 

C PRINT**'CPU TIME (MLTC)= ', TIME 
C 

RETURN 
END 

C 
C 
C 

SUBROUTINE SUMARY ( I ) 
C 
C COMPUTES ON HAND INVENTORY VALUE 
C 
C PROGRAM PARAMETERS 

INTEGER L , L I * L2» L3* L4» S* PD, NR* NLEVEL 
PARAMETER < L = 2 * L l « 4 , L2= 8* L3= 0 * L 4 = 0 » S = 1 4 , P D = 5 2 , 

Z NR= 5* NLEVEL= 2 ) 
C 
C 
C COMMON BLOCKS USED 

COMMON STRUCT(S-L2 , S - L ) , T A B ( S , 3 , P D ) , C 0 S T ( 2 * S ) , E P P < 2 , S ) , 
Z M A T ( 3 , S ) » S E T C ( 2 , S ) , H 0 L D C ( 2 * S ) , PROB(S), MOVE, 
Z S U M I N V ( S ) , NSETUP(S),NEED(S)*LEVELS,DNWARD,IFLAG* 
Z C P U ( N R , 3 ) , T 0 T A L ( N R * 3 ) , T IME, MTIME, ILOOP 

C 
INTEGER STRUCT, TAB* A , T» SUMINV* NSETUP, LEVELS 
REAL COST, EPP, MAT* SETC* HOLDC, CPU, TOTAL, TIME 
LOGICAL FLAG, PROB* OK* NEED, DNWARD, MOVE 

C 
DO 900 T = 1 , PD 

I F ( T . G T . 1 )THEN 
LASTTa T A B ( I , 2 » T - D 

ELSE 
LASTI= 0 

ENDIF 
C 

T A B ( I , 2 , T ) = LASTI+ T A B ( I , 3 * T > - T A B < I , 1 » T ) 
C 
900 CONTINUE 
C 
C 

RETURN 
END 

C 
C 
C 
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SUBROUTINE DEMAND < I* IREPLI* ICOEFF ) 
C 
C THE 1ST PART t TIME VARYING OR CONSTANT DEMAND ( GIVEN ) 
C THE 2ND PART i UNIFORMLY DISTRIBUTED DEMAND 
C THE 3RD PART 5 NORMALLY DISTRIBUTED DEMAND 
C 
C PROGRAM PARAMETERS 

INTEGER L» LI, L2, L3» L4, S» PD* NR, NLEVEL 
PARAMETER ( L=2, Ll= 4* L2= 8* L3= 0,L4=0,S=14*PD=52, 

Z NR= 5, NLEVEL= 2 ) 
C 
C 
C COMMON BLOCKS USED 

COMMON STRUCT(S-L2, S-L),TAB(S*3*PD),CQST(2,S>*EPP(2»S)» 
Z MAT(3»S), SETC(2»S), H0LDC(2,S)» PROB(S)» MOVE, 
Z SUMINV(S), NSETUP(S),NEED(S),LEVELS,DNWARD,IFLAG, 
Z CPU(NR*3)* T0TAL(NR,3)* TIME, MTIME, ILOOP 

C 
INTEGER STRUCT, TAB* A* T, SUMINV* NSETUP, LEVELS 
REAL COST* EPP* MAT, SETC, HOLDC* CPU, TOTAL* TIME 
LOGICAL FLAG* PROB, OK* NEED* DNWARD, MOVE 

C 
C LOCAL VARIABLES 

INTEGER NRD 
REAL DR( 52 ) 
DOUBLE PRECISION DSEED 
DATA NCALL/O/ 

C 
C GIVEN TIME VARYING OR CONSTANT DEMAND 
C PRINT*,'TYPE IN DEMANDS FOR ITEM ', I 
C PRINT*,' FOR THE TIME PERIODS OF '*PD 
C READ 301* ( TABdrlrT), T=l, PD ) 
C01 FORMAT ( 12(13*IX) ) 
C 
C UNIFORMLY DISTRIBUTED DEMAND PATTERN 
C 
C 
c 
C NORMALLY DISTRIBUTED DEMAND PATTERN 
C 
C GENERATE RANDOM NUMBER BY RANDOM NUMBER GENERATOR 
C AND TRANSFORM THIS INTO DEMAND QUANTITY 
C 
C 

NRD* PD 
C 

IF( NCALL .EQ. 0 >DSEED* 173541.DO 
NCALL a i 

C 
C 
C 
OX­

GALL GGNML ( DSEED* NRD* DR ) 
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C 
GO TO < 31* 32 > ICOEFF 

31 BOUND= -3,90 
GO TO 334 

32 BOUND= -.50 
C 
c 
3 3 4 DO 341 INUM= 1 , PD 

I F ( DR(INUM) . L E , BOUND )THEN 
T A B ( I » 1 » I N U M ) = 0 

ELSE 
IF< ICOEFF . E Q , 1 )RMEAN = 50.0 

RMEAN = 4 0 . 0 
T A B ( I * 1 * I N U M ) = I N K RMEAN*( 1 .0- D R ( I N U M ) / BOUND ) ) 

ENDIF 
3 4 1 CONTINUE 

RETURN 
END 

C 
C 
C 

SUBROUTINE COSDATA ( I ) 
C 
C THIS COMPUTES SETUP AND CARRYING COST AND EPP FOR EACH ITEM 
C I N THE SYSTEM. 
C 
C PROGRAM PARAMETERS 

INTEGER L , L I , L 2 , L3» L4 * S* PD* NR» NLEVEL 
PARAMETER ( L=2* L l = 4 , L2= 8 , L3= 0 , L 4 = 0 , S = 1 4 » P D = 5 2 , 

Z NRa 5 , NLEVELa 2 ) 
C 
C 
C COMMON BLOCKS USED 

COMMON S T R U C K S - L 2 * S-L) , T A B ( S , 3 , P D ) , C 0 S K 2 » S ) *EPP<2»S> * 
Z MAT(3»S)» S E T C ( 2 * S ) , H 0 L D C ( 2 * S ) , PROB(S), MOVE, 
Z SUMINV(S) , NSETUP(S),NEED(S)*LEVELS,DNWARD, IFLAG* 
Z CPU(NR»3) , T 0 T A L ( N R * 3 ) , TIME, MTIME* ILOOP 

C 
INTEGER STRUCT* TAB* A* T , SUMINV* NSETUP* LEVELS 
REAL COST, EPP* MAT, SETC, HOLDC, CPU, TOTAL* TIME 
LOGICAL FLAG* PROB, OK, NEED, DNWARD, MOVE 

C 
C 
C 

SETC ( 1 , 1 ) = C Q S K D I ) 
HOLDC(lrl) = C 0 S T ( 2 , t ) 
E P P ( l r l ) » SETC<1,I ) /H0LDC(1 , I ) 

C 
C 
C 

RETURN 
END 
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c 
c 
c 

SUBROUTINE MATRIX ( I ) 
C 
C THIS COMPUTE* EOQ. AVERAGE DEMAND, TIME BETWEEN ORDER 
C FOR EACH ITEh 
C PROGRAM PARAMETERS 

INTEGER L, L l » L 2 , L3, L4* S, PD* NR, NLEVEL 
PARAMETER < L=2* L l = 4* L2= 8 , L3= 0*L4=0*S=14*PD=52* 

Z NR= 5 , NLEVEL= 2 ) 
C 
C 
C COMMON BLOCKS USED 

COMMON STRUCKS-L2* S-L) *TAB(S*3*PD) ,C0ST(2*S) ,EPP(2.S) * 
Z MAT(3»S)» SETC(2*S)* H0LDC(2,S), PROB(S), MOVE, 
Z SUMINV(S)* NSETUP(S)*NEED(S),LEVELS*DNWARD,IFLAG* 
Z CPU<NR*3>* T0TAL(NR*3)* TIME, MTIME, ILOOP 

C 
INTEGER STRUCT* TAB, A* T* SUMINV* NSETUP* LEVELS 
REAL COST* EPP, MAT* SETC* HOLDC* CPU* TOTAL* TIME 
LOGICAL FLAG* PROB, OK* NEED, DNWARD, MOVE 

C 

C 
T l= SEC0ND< > 

IF ( I ,GE, 1 .AND. I . L E . L ) THEN 
SUM = 0,0 

DO 260 T = 1* PD 
SUM = SUM + TAB( I *1*T) 

260 CONTINUE 
C 

AVG = SUM / PD 
MAT(2*I) = AVG 

ELSE 
DO 270 J = 1* S-L2 

I F ( S T R U C K J , I - L ) .NE. 0 ) THEN 
IUSE = STRUCT(J.I-L) 
MAT(2, I ) = MAT(2, I ) + IUSE * MAT(2,J) 

ENDIF 
270 CONTINUE 

ENDIF 
C 
C COMPUTE EOQ FOR EACH ITEM 
C 

MAT(1»I) = NINK SQRK 2 * MAT(2* I>* EPP<l i I>>> 
C COMPUTE TBO FOR EACH ITEM I 
C 

- MAT<3*I) = MATU,I) / -MAK2,I) 
C 

T2=SEC0ND(> 
MTIME= T2-T1 

C 
RETURN 
END 
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SUBROUTINE MCLAREN < I ) 
C 
C SETUP COST ADJUSTMENT MECHANISM ( MC LAREN ) 
C 
C PROGRAM PARAMETERS 

INTEGER L* L I , L 2 , L 3 , L 4 , S* PD* NR* NLEVEL 
PARAMETER < L=2, L l = 4 , L2= 8 , L3= 0»L4=0»S=14»PD=52, 

Z NR= 5 , NLEVEL= 2 > 
C 
C 
C COMMON BLOCKS USED 

COMMON STRUCKS-L2* S-L) ,TAB(S,3,PD) ,C0ST<2,S) ,EPP ( 2 * S ) , 
Z MAT(3,S) , SETC(2,S)» HOLDC(2*S)» PROB(S), MOVE* 
Z SUMINV(S), NSETUP<S).NEED(S) .LEVELS?DNWARD, IFLAG* 
Z CPU(NR,3), T0TAL(NR.3), TIME* MTIME, ILOOP 

C 
INTEGER STRUCT, TAB. A, T, SUMINV* NSETUP, LEVELS 
REAL COST* EPP* MAT, SETC* HOLDC. CPU. TOTAL, TIME 
LOGICAL FLAG, PROB, OK, NEED, DNWARD. MOVE 

C 
Tl= SECOND() 

C 
IF( I .GE, 1 .AND. I . L E . S-L2 )THEN 
TEMSUM = 0 . 0 

DO 280 J = 1* S-L 
IF ( STRUCT(I*J) .NE. 0 )THEN 

TEMSUMa TEMSUM+ SETC(1,L+J)* MAT(3»I) /MAT(3,L+J) 
IF< J .EQ. S-L ) THEN 

SETC(2 , I )a SETC(1»I)+ TEMSUM 
H0LDC(2»I)= HOLDC( l . I ) 

ENDIF 
ELSEIF< J ,EQ. S-L )THEN 

SETC<2,I)a SETC(1 , I )+ TEMSUM 
H0LDC<2,I)= H0LDC(1,I ) 

ENDIF 
280 CONTINUE 

ELSE 
SETC(2*I )a SETC(1, I ) 
H0LDC(2, I )= H0LDC(1, I ) 

ENDIF 

EPP<2,I)= SETC(2, I ) /H0LDC(2»I ) 
•v 

T2a SECOND<) 
MTIMEa T2-T1 

RETURN 
END 
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C 
SUBROUTINE RECUR ( I I ) 

C 
C RECURSION PROCESS I S DONE STARTING FROM THE LOWEST LEVEL 
C UP TO THE HIGHEST LEVEL 
C 
C PROGRAM PARAMETERS 

INTEGER L* L I * L 2 * L3* L 4 * S* PD* NR* NLEVEL 
PARAMETER ( L = 2 , L l= 4 , L2= 8 , L3= 0 *L4=0 ,S=14 .PD=52» 

Z NR= 5 . NLEVEL= 2 ) 
C 
C 
C COMMON BLOCKS USED 

COMMON S T R U C K S - L 2 . S - L ) »TAB(S*3*PD) »COST<2*S) , E P P ( 2 * S ) * 
Z M A K 3 » S ) , S E T C ( 2 , S ) , H0LDC(2*S)» PROB(S)* MOVE. 
Z SUMINV(S)* NSETUP(S)*NEED(S)*LEVELS,DNWARD*IFLA6* 
Z C P U ( N R , 3 ) , T 0 T A L ( N R , 3 ) , TIME* MTIME. ILOOP 

C 
INTEGER STRUCT, TAB. A , T* SUMINV* NSETUP, LEVELS 
REAL COST* EPP, MAT* SETC, HOLDC, CPU* TOTAL* TIME 
LOGICAL FLAG. PROB. OK* NEED. DNWARD* MOVE 

C 
C LOCAL VARIABLES 

INTEGER I P ( L + L D 
LOGICAL SKIP 

C 
T l = SECOND() 

C 
SKIP= .FALSE, 
IUSE = 0 
DO 110 J a 1* S -L2 

I F ( S T R U C K J , I I - L > , N E . 0 >THEN 
IUSE= IUSE+ 1 
I P ( I U S E ) = J 

ENDIF 
110 CONTINUE 
C 
C RECURSION PROCESS BEGINS 
C 

IF ( IUSE .EQ, 1 ) GO TO 190 
GO TO 290 

C 
190 IJ= I P ( 1 ) 

NSUM= 0 
DO 120 T = 1* PD 

I F ( T A B ( I 1 * 2 * T ) . E Q , 0 ) GO TO 120 
IF( T .EQ. PD ) GO TO 3 0 0 

IF ( SKIP )THEN 
NSUM= NSUM+ T A B ( I I * 1 , T ) 
I F ( NSUM .EQ, ISUM )THEN 

SKIPa .FALSE. 
NSUM= 0 

ENDIF 
GO TO 120 

ENDIF 
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IN« T+ 1 
IF( TAB(II,2*T) ,EQ. TABdl, 1, IN) )THEN 
DEL=SETC(1,IJ)+(HOLDC(1,II>-HOLDC<1,IJ))*TAB<IJ»3,IN) 
IF( DEL .LT. 0.0 )G0 TO 189 

TAB(I I ,1 ,T)= T A B d l , 1,T)+ T A B d l , 1 , I N ) 
T A B d l , l , I N ) a 0 
T A B d I , 2 , T ) = 0 
TAB(IJ,3,T)a TAB(IJ,3,T>+ TAB(IJ,3,IN) 
TAB(IJ,2,T)= TAB(IJ,2,I)+ TAB(IJ,3,IN) 
CALL CHANGE ( IJ, II, T, IN ) 
TAB(IJ,3,IN)a 0 
NEED(TJ)a ,TRUE. 

189 IF( IN ,EQ. PD ) GO TO 300 
GO TO 120 

ELSEIF( TABdl* 2*T) .GT. TABdl ,1 »IN) )THEN 
ISUM= 0 
SKIPa .TRUE, 

ENDIF 
120 CONTINUE 

GO TO 300 
C 
C WHEN ITEM IS COMMONLY USED FOR MULTIPLE PARENTS 
C 
290 DO 220 T= 1* PD 

IF( TABdl,2*T) .EQ. 0 ) GO TO 220 
IF( T .EQ. PD ) GO TO 300 
IN= T+ 1 

C 
C 

IF( TABdl,2»T) ,EQ. TABdl,1,IN) )THEN 
DO 230 Ja 1, IUSE 
IJa IF'(J) 
IF( TABdl,1,IN) ,EQ. TAB(IJ,3*IN) >THEN 
IF( TAB(IJ,3,T) .EQ. 0 ) GO TO 220 
DEL=SETC<1,IJ)+(H0LDC(1,II)-H0LDC(1,IJ))*TAB<IJ,3,IN) 
IF( DEL .LT. 0.0 )THEN 
CALL FIND ( IJ* II, T, IN, DEL ) 
IFC.NOT, MOVE )THEN 
GO TO 279 

ENDIF 
ENDIF 

T A B d l , 1 , T ) = T A B d l , 1 , T ) + T A B d l , 1*IN> 
TABdl ,1* IN) = 0 
T A B d l , 2 * T ) a 0 
TAB(IJ,3»T)a TAB(IJ*3,T)+ T A B d J , 3 , I N ) 
TAB(IJ,2*T)a TAB(IJ ,2 ,T)+ TAB<IJ,3,IN) 
CALL CHANGE ( IJ, II, T, IN ) 
TAB(IJ,3*IN)a 0 
NEED(IJ)= .TRUE. 

279 IF( IN ,EQ. PD ) GO TO 300 
GO TO 220 
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ELSEIF <TAB( 1 1 , 1 , I N ) , GT.TAB ( I J , 3 , I N ) , AND. 
Z T A B ( I J r 3 , I N ) . G T . 0 ) THEN 

IF( T A B ( I J , 3 , T ) .EQ. 0 )G0 TO 2 3 0 
DELaSETC(l,IJ) + (H0LDC<l , I I ) -H0LDC( l*IJ ) )*TAB(IJ»3 , IN) 
CALL FIND ( I J , I If T, IN* DEL ) 
IF< DEL ,LT. 0 , 0 )THEN 

IF<.NOT, MOVE )THEN 
GO TO 230 

ENDIF 
ENDIF 

2 8 9 T A B d l , 1 , T > = T A B d l , 1 , T ) + T A B ( I J , 3 , I N ) 
T A B d l , 1 , I N ) = T A B d l , 1 . I N ) - TAB(IJ*3 , IN) 
T A B ( I I * 2 , T ) = T A B d l , 2 , T ) - T A B ( I J , 3 * I N ) 
T A B ( I J , 3 , T ) = TAB(IJ ,3 ,T)+ T A B ( I J * 3 . I N ) 
TAB(IJ*2 ,T)a TAB(IJ»2*T)+ TAB(IJ*3»IN> 
CALL CHANGE ( I J , I I , T* IN > 
T A B ( I J » 3 , I N ) a 0 
NEED(IJ)= ,TRUE, 

ENDIF 
230 CONTINUE 

I F ( IN . E Q , PD ) GO TO 300 
ELSEIF( TAB<II»2*T> ,GT, T A B d l , 1 * I N ) )THEN 

K= 1 
DO 240 IT= 1 , 3 

IF( TAB<II ,1 , IN) ,NE. 0 )G0 TO 2 5 9 
IN= INf 1 

C IF( IN .EQ, PD+1 ) GO TO 3 0 0 
K = Kf 1 

240 CONTINUE 
2 5 9 . DO 250 J= 1 , IUSE 

IJ= IP ( J ) 
TF( TAB<II,3 ,IN> ,GT, 0 )G0 TO 2 2 0 
IF( T A B ( I I * l * I N ) . G E , T A B d J , 3 * I N ) .AND, 

Z T A B ( I J , 3 , I N ) , G T . O )THEN 
IF( TAB(IJ*3 ,T) ,EQ, 0 )G0 TO 2 5 0 
DEL=SETC( 1»IJ) +K* (HOLDC < 1 , II) -HOLDC (1 * IJ ) ) * 

Z TAB(IJ,3»IN) 
CALL FIND ( I J , I I * T» I N . DEL ) 
IF( DEL .LT. 0 . 0 )THEN 

• IF -(.NOT. MOVE ) THEN, 
GO TO 250 

ENDIF 
ENDIF 

T A B d I » l , T ) a T A B d l , 1 , T ) + T A B d J , 3 , I N ) 
T A B ( I I » l , I N ) a T A B d l , 1*IN)- T A B ( I J , 3 , I N ) 
T A B ( I I , 2 , T ) = T A B d l , 2 , T ) - T A B d J , 3 * I N > 
T A B ( I I , 2 , T N ) = 0 
T A B ( I J , 3 , T ) = TAB(IJ ,3 ,T)+ T A B d J , 3 , I N ) 
T A B ( I J , 2 , T ) a TAB(IJ ,2 ,T)+ T A B ( I J , 3 * I N ) 
CALL CHANGE ( I J , I I , T, IN ) 
T A B ( I J * 3 , I N ) = 0 
NEED(IJ)= .TRUE. 
I F ( T A B d l , 2 , T > .EQ. 0 ) GO TO 220 

ENDIF 
250 CONTINUE 
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IN= IN+ 1 
K a K+ 1 
GO TO 259 

ENDIF 
220 CONTINUE 
C 
300 T2 = SECOND <) 

TIhE= T 2 - Tl 
C PRINT*,'CPU TIME (RECUR)** ' , TIME 
C 
C 

RETURN 
END 

C 
C 

SUBROUTINE CHANGE ( IR , I I , T, I N ) 
C 
C DURING RECURSION PROCESS, SCHEDULE CHANGES ARE DONE FOR OTHER 
C RELEVANT ITEMS AT THE SAME TIME 
C 
C PROGRAM PARAMETERS 

INTEGER L, L l » L 2 , L3, L 4 , S, PD, NR, NLEVEL 
PARAMETER ( L = 2 , L l= 4 , L2= 8* L3= 0,L4=0,S=14»PD=52, 

Z NRa 5 , NLEVEL= 2 ) 
C 
C 
C COMMON BLOCKS USED 

COMMON STRUCT<S-L2* S-L) ,TAB(S*3,PD),C0ST<2»S>*EPP(2,S), 
Z MAT(3 ,S ) , SETC(2,S)» H0LDC<2*S), PROB(S)* MOVE, 
Z SUMINV<S), NSETUP(S).NEED(S) .LEVELS,DNWARD*IFLAG. 
Z CPU(NR,3)* T0TAL<NR.3)» TIME, MTIME, ILOOP 

C 
INTEGER STRUCT, TAB* A, T , SUMINV, NSETUP, LEVELS 
REAL COST* EPP, MAT, SETC, HOLDC, CPU* TOTAL, TIME 
LOGICAL FLAG, PROD, OK, NEED* DNWARD, MOVE 

C 
C LOCAL VARIABLES 

LOGICAL DOWN 
C 

DO 310 ID a ) , s -L 
IF( STRUCK TR, ID) .NE. 0 )THEN 

IC== TD+ L 
IF( IC . L T . I I .AND. DNWARD ) GO TO 350 
IF( IC . L E . I I ) GO TO 310 

350 IUNIT= STRUCKIR*ID) 
ISHIFT= IUNIT* TAB<IR,3,IN) 
TAB(IC.1*T)= TAB(IC,1,T)+ ISHIFT 
DOWN a ,FALSE, 
IF< DNWARD .AND,TABdC,l ,T) .NE.TAB(IC,3»T))D0WN=,TRUE. 

C IF( PROB(IC) )THEN 
C GO TO 3 1 0 
C ELSE 

IF(TAB(IC»2*T) .NE.0)TAB(IC,2 ,T)aTAB(IC*2*T)-ISHIFT 
IDEM= TAB(IC*1*T)+ TAB(IC»2»T) 
I F ( IDEM ,EQ, TAB(IC*3*T) ) GO TO 330 



www.manaraa.com

TAB(IC,3*T)= TAB(IC*3»T)+ ISHIFT 
330 TAB(IC,1,IN)= TAB(IC*1,IN)- ISHIFT 

IF ( DOWN .AND. TAB(IC*3*IN) .NE. 0 ) 
Z CALL D0WNCH < IC, T» IN* ISHIFT ) 

JF(TAB(IC*3»IN),NE.0)TAB(IC»3*IN)aTABdC*3,IN)-ISHIFT 
IF(TAB(IC*1*IN),EQ.0,AND,TAB(IC,3,IN).NE,0)THEN 
TAB(IC*2*IN)= 0 
INNa IN+ 1 
TAB(IC*3»INN)= TAB(IC*3.INN)+ TAB(II»3.IN> 
TAB(IC*3*IN)a 0 

ENDIF 
C ENDIF 

ENDIF 
310 CONTINUE 

RETURN 
END 

C 
C 

SUBROUTINE FIND ( IR, II* T» IN* DEL ) 
C 
C 
C PROGRAM PARAMETERS 

INTEGER L> LI* L2. L3. L4. S. PD* NR* NLEVEL 
PARAMETER ( L=2* Ll= 4. L2= 8. L3= 0*L4=0»S=14*PD=52* 

Z NR= 5* NLEVEL= 2 ) 
C 
C 
C COMMON BLOCKS USED 

COMMON STRUCT(S-L2* S-L) »TAB(S*3*PD),C0ST(2*S)»EPP(2,S)> 
Z MAK3*S)» SETC(2.S), H0LDC(2*S)* PROB(S)» MOVE. 
Z SUMINV(S). NSETUPfS).NEED(S)* LEVELS*ONWARD*IFLAG* 
Z CPU(NR»3)* T0TAL(NR»3). TIME* MTIME* ILOOP 

C 
INTEGER STRUCT* TAB, A* T» SUMINV. NSETUP* LEVELS 
REAL COST* EPP* MAT, SETC, HOLDC* CPU* TOTAL, TIME 
LOGICAL FLAG* PROB* OK* NEED* DNWARD, MOVE 

C 
C 

MOVE = .FALSE. 
DO 360 ID = 1, S-L 

IF< STRUCKIR*ID) .NE, 0 )THEN 
IC = ID+ L 
TF( JC ,LE. II ) GO TO 360 
IF( IC ,GT, II >THEN 

IF(TAB(IC*3*IN).6T.0.AND.TAB(IC*3,T) .EQ.0)THEN 
PROB(IC)= .TRUE, 

ENDIF 
IF( TAB(IR*3,IN) ,EQ, TAB(IC,1 ,IN) .AND. 

Z T A B d C D I N ) ,EQ. TAB(IC*2,T) )THEN 
DELTA=<HOLDC<1.IC)-HOLDC(1*IR))*TAB(IR*3,IN) 
DEL= DEL+ DELTA 
IF ( DEL .GT. 0.0 )THEN 
MOVE= .TRUE, 

ENDIF 
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ENDIF 
ENDIF 

ENDIF 
360 CONTINUE 
C 
C 
C 

RETURN 
END 

C _. 
C 
0 

SUBROUTINE PRINT ( I ) 
C 
C PRINT MRP TABLEAU FOR EACH ITEM AND INVENTORY COST RESULTS 
C 
C PROGRAM PARAMETERS 

INTEGER L , Ll» L 2 , L3» L4* S, PD* NR» NLEVEL 
PARAMETER ( L=2, L l = 4 , L2= 8* L3= 0»L4=0,S=14»PD=52, 

Z NR= 5 , NLCVEL= 2 ) 
C 
C 
C COMMON BLOCKS USED 

COMMON STRUCKS-L2. S-L) ,TAB(S,3.PD) .C0SK2 , S) .EPP(2 ,S ) , 
Z MAT(3*S) , SETC(2,S), H0LDC<2,S). PROB(S). MOVE. 
Z SUMINV(S), NSETUP ( S ) , NEED ( S ) , LEVELS, DNWARD, IFLAG, 
Z CPU(NR*3), T0TAL(NR-,3). T IME, MTIME, ILOOP 

C 
INTEGER STRUCT, TAB, A, T» SUMINV, NSETUP, LEVELS 
REAL COST, EPP, MAT* SETC* HOLDC, CPU* TOTAL* TIME 
LOGICAL FLAG* PROB. OK. NEED, DNWARD* MOVE 

C 
C 
C LOCAL VARIABLES 

INTEGER LASTI* ROW. COL 
REAL CARF5YC(S). SETUPC(S) 

C 
C 

C 
C 

SUMINV(I) = 0 
NSETUP(I) a o 
DO 900 T = 1*PD 

IF ( T .GT, 1 ) THEN 
LASTI = TAB < I * 2 , T - 1 ) 

ELSE 
LASTI » 0 

ENDIF 

TAB(I,2,T) «» LASTI+ TAB(I ,3 ,T)- TAB(I,1,T) 
SUMINV<I) = SUMINVdH TABd*2*T) 

IF ( TAB(I*3,T) .NE. 0 ) THEN 
NSETUP (I) = NSETUP d > + 1 

ENDIF 
C 
900 CONTINUE 
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C 
C 
C 
C 

C 
911 
910 
C 
C 
C 
C 

C 
C 
C 

C 
C 
C 

PRINT*, ' ' 
PRINT*, ' FOR ITEM '* I 
PRINT*,' 
DO 910 ROW • 1, 3 
PRINT 911* ( TAB(I»R0W,COL). COL = 1, PD ) 
FORMAT (IX* 12<1X.I4) ) 

CONTINUE 
PRINT*,' 
PRINT*,' ' 

CARRYC(I)= SUMINVd) * 
PRINT**' CARRYING COST 

C0ST(2 . I ) 
FOR ITEM I 

SETUPC(I) = NSETUP(I) * 
PRINT** ' SETUP COST FOR 
PRINT** ' ' 

I F ( I , E Q . 1 )THEN 
TOFCARa 0,0 
TOTSET= 0,0 
TOTC= 0.0 

ENDIF 

COST 
ITEM 

(1*1) 
I 

, CARRYC(I) 

SETUPC(I) 

C 
C 
C 

C 
C 
C 

C 
C 
c 

c 
c 
c 

T01CAR= TOTCAR+ CARRYC(I) 
TOTSET= TOTSET+ SETUPC(I) 
TOTCa 10TCAR+ TOTSET 
I F ( I ,EQ, S )THEN 

PRINT** ' TOTAL CARRYING COST 
PRINT** ' TOTAL SETUP COST 1 
PRINT** ' TOTAL INVENTORY COST 
TOTAL( IFLAG* ILOOP )= TOTC 

ENDIF 

'»TOTCAR 
'»TOTSET 
'*TOTC 

RETURN 
END 

SUBROUTINE DOWNCH ( IC* T, IN* JSHIFT) 

PROGRAM PARAMETERS 
INTEGER L* LI* L 2 . L3» L4* S» PD* NR, NLEVEL 
PARAMETER ( L=2, 

: NR= 
L l = 4* L2= 8. 

J, NLEVEL= 2 ) 
L3= 0,L4aO*S=14»PDa52» 

COMMON BLOCKS USED 
COMMON STRUCKS-L2* S-L) *TAB(S*3*PD) , C 0 S K 2 , S) »EPP(2*S)» 

Z MAT(3*S)* SETC(2.S)* H0LDC(2*S>» PROB(S), MOVE* 
Z SUMINV(S)* NSETUP(S)»NEED(S)»LEVELS*DNWARD*IFLAG> 
Z CPU(NR.3), T0TAL(NR*3)* TIME* MTIME* ILOOP 
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INTEGER STRUCT* TAB, A, T» SUMINV, NSETUP* LEVELS 
REAL COST, EPP* MAT, SETC* HOLDC, CPU, TOTAL* TIME 
LOGICAL FLAG, PROB, OK, NEED. DNWARD. MOVE 

C 
C 

DO 310 IK = 1, S-L 
IF( STRUCT(ICIK) .NE. 0 )THEN 
IG= IK+ L 
IUNIT= STRUCKIC,IK) 
KSH£FT= IUNIT* JSHIFT 
TAB(I6*l,T)a TAB(IG*1.T)+ KSHIFT 

IF(TABdG,2,T).NE,0)TAB(IG,2,T)aTAB(IG»2,T)-KSHIFT 
IDEM= TAB(IG*1,T)+ TAB(IG,2*T) 
IF( IDEM .EQ. TAB(IG»3»T) > GO TO 330 
TAB(IG,3.T)= TAB(IG*3*T)+ KSHIFT 

330 TAB(IG,1»IN)= TAB(IG*1,IN)~ KSHIFT 
IF(TAB<IG*3*IN),NE.0)TAB(IG*3»IN)=TAB(IG»3,IN)-KSHIFT 
IF( TAB(I6,1»IN),EQ, 0 .AND. TAB(TG»3*IN).NE. 0 )THEN 
TAB(IG,2,IN)= 0 
INN= IN+ 1 
TAB(IG,3.INN)= TAB(IG»3,INN)+ TAB(II»3.IN) 
TAB(IG,3»IN)a 0 

ENDIF 
ENDIF 

310 CONTINUE 
C 
C 

RETURN 
END 

C 
C 
C 

SUBROUTINE PRINOUT 
C 
C 
C 
C PROGRAM PARAMETERS 

INTEGER L, L I , L 2 , L3 . L 4 , S, PD, NR, NLEVEL 
PARAMETER < L^2 , L l = 4 , L2= 8* L3a 0*L4=0,S=14rPD=52* 

Z NR= 5 , NLEVEL= 2 ) 
C 
C 
C COMMON BLOCKS USED 

COMMON STRUCT(S-L2, S-L) ,TAB(S,3,PD),C0ST(2»S)*EPP<2»S), 
Z M A K 3 , S ) , SETC(2,S) , H0LDC(2,S), PROB(S), MOVE. 
Z SUMINV(S), NSETUP(S)»NEED(S),LEVELS,DNWARD,IFLAG, 
Z CPU(NR,3), T0TAL(NR,3)» TIME, MTIME. ILOOP 

C 
INTEGER STRUCT, TAB, A, T, SUMINV, NSETUP, LEVELS 
REAL COST* EPP* MAT, SETC, HOLDC, CPU* TOTAL* TIME 
LOGICAL FLAG, PROB, OK, NEED, DNWARD, MOVE 

C 
C LOCAL VARIABLES 

REAL AV6C0S(3)» AVGCPU(3>, PERC0S(5.3), PERCPU(5,3), 
Z PAVGC0(3), PAVGCP(3) 
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DO 600 JCOLal. 3 
AVGC0S( JCOL)* 0.0 
AVGCPU( JCOL)« 0.0 
PAVGCO(JC0L)= 0.0 
PAVGCP<JCOL) = 0.0 

600 CONTINUE 
C 

DO 900 IR0W=1. 5 
- DO 900 JC0L=1, 3 

PERCOS(IR0W,JCOL)= O.O 
PERCPIK IROW, JCOL>• 0 . 0 

900 CONTINUE 
C PRINT OUT TOTAL INVENTORY COST TABLE AND TOTAL CPU TABLE 
C COST TABLE 

P R I N T * , ' ' 
P R I N T * * ' TOTAL INVENTORY COST TABLE ' 
P R I N T * * ' ' 
PRINT*,' ' 
P R I N T * * ' WITH RECUR WITHOUT RECUR MCLAREN-WHYBARK' 
P R I N T * * ' ' 
DO 610 IROW= U 5 

PRINT 6 3 0 * ( TOTAL( I R O U , JCOL ) , JCOL= 1 , 3 ) 
630 FORMAT < IX* 3< E20.10 ) ) 

PRINT*,' ' 
C 
C 
610 CONTINUE 

DO 640 IROW= 1* 5 
DO 640 JCOL= 1 , 3 

AVGCOS<JC0L)= TOTAL( IROW.JCOL) / NR + AVGCOS(JCOL) 
640 CONTINUE 

DO 650 IROW= 1* 1 
PRINT 6 5 3 * ( AVGCOS( JCOL )* JCOLa i , 3 ) 

653 FORMAT < IX* 3 ( E20.10 ) ) 
650 CONTINUE 
C 
C CPU TABLE 

P R I N T * * ' ' 
P R I N T * * ' TOTAL CPU SECOND TABLE' 
PRINT*.' ' 
P R I N T * . ' ' 
P R I N T * . ' WITH RECUR WITHOUT RECUR MCLAREN-WHYBARK' 
P R I N T * * ' ' 
DO 660 IROWa 1* 5 

PRINT 6 7 0 * ( CPU< IROW, JCOL )» JCQL« 1 * 3 ) 
670 FORMAT < IX. 3< E20.10 > ) 

P R I N T * , ' ' 
C 
660 CONTINUE 

DO 680 IROWa 1 , 5 
DO 680 JCOL* I f 3 

AVGCPU<JCOL)= CPU ( IROW,JCOL) / NR + AVGCPU(JCOL) 
680 CONTINUE 
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DO 690 IROWa 1 , 1 
PRINT 6 9 3 , ( AVGCPU( JCOL ) , JC0L= 1* 3 ) 

693 FORMAT ( IX* 3< E20.10 ) ) 
690 CONTINUE 
C 

PRINT**' ' 
PRINT**.' ' 

C 
DO 700 IROWa 1, 5 

DO 700 JCOLa i , 3 
PERCOS(IROW*JCOL>=T0TAL(IR0W*JCOL )/T0TAL(IROW,2)*100 

700 CONTINUE 
DO 701 JCOL= 1* 3 
PAVGC0(JCOL)= AVGCOS(JCOL)/ AVGC0S(2) * 100 

701 CONTINUE 
C 
C 
C 

DO 800 IROW= i, 5 
DO 800 JCOL= 1, 3 

1F( CPU(IR0W»2) .EQ, 0.0 )THEN 
PERCPU(IROW,JCOL)=9999999.0 
GO TO 800 

ENDIF 
PERCPU(IROW,JCOL)= CPU(IROW*JCOL>/ CPU(IROW*2)*100 

800 CONTINUE 
DO 801 JCOL= tr 3 
PAVGCP(JCOL)= AVGCPU(JCOL)/ AVGCPU(2) * 100 

801 CONTINUE 
PRINT** ' ' 
PRINT** ' EAGE INVENTORY COST TABLE ' 
PRINT**' ' 
PRINT** ' ' 
PRINT*. ' WITH RECUR WITHOUT RECUR MCLAREN-WHYBARK' 
PRINT**' ' 
DO 710 IROU= i , 5 

PRINT 7 3 0 , ( PERCOS< IROW, JCOL ) , JCOL= 1 , 3 ) 
730 FORMAT < IX* 3< E20.10 ) ) 

PRINT**' ' 
C 
C 
710 CONTINUE 

DO 750 IROW= it i 
PRINT 753, ( PAVGCO( JCOL ),'JCOL= 1, 3 ) 

753 FORMAT < IX, 3( E20.10 ) ) 
750 CONTINUE 
C 
C CPU TABLE 

PRINT**' ' 
PRINT**' %AGE CPU SECOND TABLE' 
PRINT**' ' 
PRINT*.' ' 
PRINT**' WITH RECUR WITHOUT RECUR MCLAREN-WHYBARK' 
PRINT**' ' 
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DO 860 IROW= 1 , 5 
PRINT 8 7 0 . ( PERCPIK IROW, JCOL ) , JCOL= 1 . 3 ) 

870 FORMAT < I X , 3< E20 .10 > ) 
P R I N T * , ' : 

C 
860 CONTINUE 

DO 890 IROW= i , i 
PRINT 8 9 3 , ( PAV6CP( JCOL )* JCOL== 1 * 3 ) 

893 FORMAT ( I X * 3 ( E 2 0 . 1 0 ) ) 
890 CONTINUE 
C 

P R I N T * , ' ' 
P R I N T * , ' ' 

C 
C 
C 

RETURN 
END 

C 
C 
C 

SUBROUTINE COSTIN 
C 
C 
C 
C PROGRAM PARAMETERS 

INTEGER L* L l » L 2 , L 3 . L 4 , S* PD, N R , NLEVEL 
PARAMETER < L = 2 , L l = 4 , L 2 = 8 . L3= O,L4=0»S=14»PD=52* 

Z NR= 5 , NLEVEL= 2 ) 
C 
C 
C COMMON BLOCKS USED 

COMMON S T R U C K S - L 2 , S-L) ,TAB(S»3»PD ) , C 0 S K 2 * S ) , EPP(2»S ) , 
Z M A T ( 3 , S ) , S E T C ( 2 , S ) , H0LDC(2 ,S ) * P R O B ( S ) , MOVE, 
Z SUMINV(S)* NSETUP(S),NEED(S),LEVELS*DNWARD.IFLAG, 
Z CPU(NR,3)> T 0 T A L ( N R , 3 ) » T IME, MTIME* ILOOP 

C 
INTEGER STRUCT* TAB* A* T , SUMINV, NSETUP* LEVELS 
REAL COST* EPP* MAT, SETC, HOLDC* C P U , TOTAL* TIME 
LOGICAL FLAG, PROB, OK* NEED* DNWARD, MOVE 

C 
C LOCAL VARIABLE 

INTEGER NRC, NRS 
REAL C R ( 6 ) , SR(14> 
DOUBLE PRECISION DSEED 

c 
C PROVIDES RANDOMIZED COST PARAMETER SET 
C PER RUN 
C 
C 

NRC= 6 
DSEErt= $ * $ * $ * * .DO 
CALL GGUBS < DSEED, NRC, CR ) 
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C 0 S T ( 2 , I ) « . 3 
3 1 0 CONTINUE 
C 

DO 3 2 0 1= L + l * S - L 2 
SUMCA+ 0.0 
DO 3 2 2 J= L l + 1 , S-L 

I F ( STRUCK I » J ) . N E . 0 )THEN 
SUMCA= SUMCA+ C 0 S K 2 . J + L ) 

ENDIF 
3 2 2 CONTINUE 

I F ( C R ( I ) .GE . . 67 )THEN 
RECH= . 1 
GO TO 324 

E L S E I F ( C R d ) .GE, . 3 3 )THEN 
RECH= .2 
00 TO 324 

ELSE 
RECHa ,3 
0 0 TO 324 

ENDIF 
3 2 4 C 0 S T ( 2 * I ) = RECH+ SUMCA 
3 2 0 CONTINUE 
C 

DO 3 4 0 T= 1.2 
SUMCA= 0,0 
DO 3 4 2 J= 1 . L I 

I F < S 1 R U C K I , J ) . N E . 0 )THEN 
SUMCA- SUMCA+ C 0 S K 2 . J + L ) 

ENDIF 
3 4 2 CONTINUE 
C 

I F ( C R d ) ,GE, . 6 7 )THEN 
RECHa t 2 
GO TO 344 

ELSETF( C R d ) . G E . . 3 3 >THEN 
RECHa ,4 
GO TO 344 

ELSE 
RECH= .6 
GO TO 344 

ENDIF 
C 
3 4 4 C 0 S K 2 . I ) * RECH+ SUMCA 
3 4 0 CONTINUE 
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C GENERATE SETUP COST PARAMETERS FOR THE SYSTEM 
C 
C 
C-

NRSa 14 
DSEEDa $$$$*$$.DO 
CALL GGUBS( DSEED* NRS* SR ) 

c 
c 
c 
c 

c 

c 
362 
360 
C 
C 
C 

BASEa 75 ,0* COSK 2 * 1 ) 

DO 360 1= 1 , S 

I F ( SRd) .GE. .67 )THEN 
SR3= 50 
GO TO 362 

ELSEIF( S R d ) .GE. .33 )THEN 
SR3= 70 
GO TO 362 

ELSE 
SR3= 90 
GO TO 362 

ENDIF 

C0SK1» I )= SR3 
CONTINUE 

RETURN 
END 
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